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ABSTRACT
The recommender systems on online platforms assist users in find-
ing personalized information, yet this also leads to the issue of
limited diversity, potentially giving rise to societal issues such as
filter bubbles. Despite significant progress in diversified recommen-
dation algorithms, they have not been extensively experimented
with and evaluated for effectiveness in large-scale, full-stage indus-
trial recommender systems. Specifically, industrial recommenders
usually consist of three stages of matching, ranking, and re-ranking,
in which specific characteristics lead to critical challenges for pro-
moting both recommendation diversity and user engagement. First,
user interests are partially observed due to only relevance maxi-
mization. Second, item-side feature-aware bias causes imbalanced
recommendations. Last, the impact of diversity perception on user
engagement stresses the necessity of explicit diversity modeling.
To address these challenges in industrial systems, in this work,
we deploy several existing diversified algorithms in a real-world
short-video platform, including exploration-exploitation, feature-
aware debiasing, and diversity optimization.We conduct large-scale
online A/B testing for evaluation via online metrics of user engage-
ment and recommendation diversity. Performance improvement
across full stages demonstrates the effectiveness of these simple
solutions. From comparing performance across different stages and
algorithms, we identify that the ranking stage is the most suitable
for real-world deployment, and the combination of debiasing and
diversity optimization is a promising direction in terms of diversi-
fied recommendations. This work provides experiential guidance
for the large-scale deployment of diversified algorithms and the
construction of a more inclusive platform on the Web.
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1 INTRODUCTION
As an information filter, the recommender system plays an indis-
pensable role in various platforms on the Web, such as video, take-
out, and music services, etc. Users are exposed to tailored items for
both their satisfactory experience and the platform’s commercial
profit. Therefore, optimizing for relevance to provide items best
matching user interests has always been the most essential objec-
tive for recommendations. However, only pursuing relevance may
lead to users’ homogeneous consumption and further cause societal
issues concerning consumers, information providers, and recom-
mender practitioners, like filter bubble [35], echo chamber [43],
and information cocoon [29]. To address it, many works have con-
centrated on diversified recommendations in recent years, which
improves item diversity exposed to users while maintaining ac-
curacy. Most approaches [5, 25, 30, 45] improve the diversity by
pre-defined strategies or explicitly joint modeling with relevance.
Besides, more advanced models have been adopted for diversified
recommendations, such as graph neural networks (GNN) [53, 57].

Despite recent progress in diversified algorithms for recommen-
dations, most works verify model effectiveness by the trade-off be-
tween ranking metrics (e.g., Recall, AUC) and diversity metrics (e.g.,
Coverage, ILAD) on collected offline datasets [31, 53, 57]. Some
works also present relatively simple online results of a single di-
versified algorithm in real-world systems [46]. However, online
performance is still unexplored extensively and compared between
multiple diversified algorithms when deployed in full-stage
recommender systems of real-world applications. To be more spe-
cific, in the scenario of industrial applications, the number of items
to be processed ranges from millions to billions. Therefore, the rec-
ommender system is usually divided into multiple stages, including
matching, ranking (coarse and fine ranking), and re-ranking [16].
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Each stage has specific characteristics, such as the scale of candi-
date items, objectives when serving the whole recommender, etc.
On the one hand, along with these characteristic stages, diversified
recommendations face three critical challenges, including partially
observed user interests, item-side feature-aware bias, and users’ di-
versity perceptions. On the other hand, when deployed in real-world
applications, the online effects of existing diversified algorithms on
user engagement (how positive or negative the user feedback is)
and exposure diversity may be not guaranteed. The performance
can also differ in terms of deployment across full stages. For exam-
ple, it will be questionable whether deploying the popular maximal
marginal relevance (MMR) [5] in the ranking stage improves the
diversity of final exposed items to users.

In this work, we deploy existing diversified algorithms of exploration-
exploitation, feature-aware debiasing, and diversity optimization
to address the aforementioned challenges in industrial systems.
To extensively evaluate their online effects, we deploy these algo-
rithms across the full-stage recommender system of a short-video
platform with over 100 million daily active users. The deployment
is summarized as follows.

• Exploration and exploitation (E&E) for capturing complete
user interests. Due to the maximization of relevance, the nor-
mal recommendation model tends to constantly exploit items
that users have given positive feedback, thus only capturing
partial user interests [29]. E&E algorithms aim to balance the
exploitation of items with known utility and the exploration of
items with uncertain utility for better user engagement and di-
versity [14, 27, 38]. That is to say, the recommendation includes
more diverse and new items that users are satisfied with. In this
work, we adopt bandit-based and hard-strategy-based algorithms
for exploration, leveraging the content-based categorical system
in the video platform (see Section 3 for details). Roughly speak-
ing, we identify specific categories to be explored or exploited
according to estimated utility, from which videos are further se-
lected. Regarding the deployment, we choose the matching and
ranking stages, of which the item pool is relatively large.

• Debiasing algorithm formitigating item-side feature-aware
bias. Since users only give positive feedback to itemswith specific
features, ranking results by the relevance of model prediction are
usually of low diversity. Take the video platform as an example,
if film videos are much more popular among users than religious
ones, the recommendation will consist of more film videos, bring-
ing a certain homogeneity. This phenomenon can be seen as
item-side feature-aware bias [59], where ‘feature’ means item
feature such as video category. Therefore, we attempt to debias by
adjusting model predictions. Specifically, videos are ranked top
when the model predicts that they will obtain much better feed-
back than average levels of all the videos of the same category.
The debiasing algorithm is deployed in the ranking stage.

• Diversity optimization for users’ diverse perception. Many
existing works have demonstrated that the perception of low
diversity or repeated recommendations can harm user engage-
ment [26, 51]. For example, users can give negative feedback if
the instant impression of exposed items is homogeneous, even if
they may be interested in them. Therefore, ranking models are

proposed to optimize the combination of relevance and diver-
sity [5, 7, 22]. We choose to model diversity perception in the
form of the sliding window with the advanced work SSD [22],
which can imitate users’ realistic experience in the scenario of the
short video. The deployment lies in fine ranking and re-ranking
stages, whose candidate videos range from tens to hundreds. In
this way, the computational complexity is acceptable in the end
phase of online service.
We conduct large-scale experiments of A/B testing involving

over ten million users. The performance is evaluated by the rela-
tive change of important online metrics based on the comparison
between experimental and base groups. We collect metrics from
three aspects, including user interaction, recommendation diversity,
and users’ dwell time in the platform. Improvement in most results
demonstrates the effectiveness of the deployed algorithms. From
performance comparisons across full stages, we conclude that the
fine ranking stage is the most suitable for diversified recommen-
dations. As for algorithms, debiasing and diversity optimization
perform better, and their effective combination may be a promising
direction for diversified recommendations.

To summarize, the main contributions of this work are as follows,
• We investigate the full-stage effects of multiple diversified al-
gorithms in the real-world recommender system with online
experiments.

• We deploy the aforementioned algorithms and conduct large-
scale A/B experiments across the full stages in the recommender
system of a real-world short-video platform. There is up to 4.645%
improvement in terms of important online metrics. Empirical
results can contribute to the online deployment of diversified
recommendation algorithms and the mitigation of societal issues
on the Web.

2 FULL-STAGE RECOMMENDER SYSTEM
Due to the huge amount of items in the real-world application, on-
line recommender systems are usually deployed as the architecture
of multiple stages, includingmatching, ranking, and re-ranking [16].
Each stage tackles items of different magnitudes from the upstream
stage. There are specific characteristics of objective, model design,
and data input across these stages. Therefore, existing diversified
algorithms have distinct designs when serving at different stages.
The overview of the full-stage recommender system is shown in
Figure 1.

2.1 Matching
The input of this first stage is millions or even billions of items.
For the real-time response to user feedback in online services, the
matching must retrieve items roughly meeting user interests as
efficiently as possible. There are usually multiple matching chan-
nels to filter a broad scope of items as the candidate pool for the
following stage.

Since the efficiency of selecting items from large-scale candi-
dates is an essential problem, diversified algorithms proposed in
the matching stage are usually based on collaborative filtering (CF).
Some works improved recommendation diversity through pre-
defined strategies. For example, Kwon et al. [25] identified four
types of users and adopted four filtering algorithms independently
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Figure 1: The full-stage pipeline of online recommender system in industrial applications. Each stage has specific designs for
diversified algorithms when serving the whole system.

to select recommendation items, which were further merged to
increase the diversity. Cheng et al. [10] pre-selected relevant and
diverse items for each user to train a model of parameterized ma-
trix factorization (MF) coupled with a structural SVM. Besides,
there have been diversified models based on GNNs, in which neigh-
borhood or negative sampling is enhanced for more information
propagation of the disadvantaged items [52, 57]. Diversity model-
ing in an explicit way is another direction. Specifically, diversity
is defined based on item relationships and further serves as regu-
larization in the loss function of the recommendation model. For
instance, Wasilewski and Hurley [45] proposed to combine MF loss
and diversity regularization for the optimization of users’ and items’
embeddings. These works are mainly evaluated on offline datasets
with observed user-item interactions because online experiments
require handling large-scale items.

2.2 Ranking
This stage aims to rank items that users are interested in at top
positions by prediction scores of the ranking model, i.e., users’ inter-
action probability under various behaviors. However, considering
the requirements of low computational complexity and latency,
the stage is usually further divided into two stages, Coarse Rank-
ing and Fine Ranking. Generally speaking, due to the large scale
of the candidate pool from the matching stage, the function of
coarse ranking is to relieve computational pressure in the next fine
ranking.

In this stage, more complicated models (e.g., attention mecha-
nism [37], recurrent neural network (RNN) [11]) and richer fea-
tures (user, item, and context features) will be incorporated. On the
one hand, diversity can also serve as the regularization term in the
loss function for RNN-based sequential recommendations [9]. On
the other hand, diversity can be combined with prediction scores for
item selection. For example, Li et al. [30] proposed to calculate an
item’s diversity score for the generation of a recommendation list
based on the occurrences of its category among already determined
items. In addition to offline methods, some online diversified algo-
rithms have also been developed for recommendations, which can
collect user feedback continuously. Specifically, diversity is fused in
the reward function for the action generation in multi-armed ban-
dit (MBA) [14, 27] or RL framework [42, 56], which model invariant
and variant user interests respectively [48].

2.3 Re-ranking
This stage processes tens of items from the output of the fine rank-
ing. The major goal is to refine the recommendation list of several

Challenges Diversified Algorithms Deployment Stages

Complete user interests Exploration and Exploitation
Matching

Fine Ranking

Items’ feature-aware bias Debiasing
Coarse Ranking

Fine Ranking
Diverse perception of 

recommendation Diversity Optimization
Fine Ranking
Re-ranking

Motivate

User-item 
Interactions

Figure 2: Overview of motivations, challenges, deployed di-
versified algorithms, and corresponding deployment stages.

consecutive items for accuracy maximization since the list-wise
context can influence user feedback as a whole [32]. Besides, var-
ious goals beyond accuracy are also taken into consideration for
better user experience, such as diversity, fairness [12], serendip-
ity [24], and even necessary operation objectives for the business.
These measurements are based on the relationship among items
of the recommendation list, which is approximately the exposure
shown on the screens of user devices.

In the re-ranking, diversity is usually optimized along with rele-
vance. In a greedy way, some works propose to generate the recom-
mendation list by adding the item one by one, such as maximal mar-
ginal relevance (MMR) [5], determinantal point process (DPP) [7].
Furthermore, diversity can be defined as the form of a submodular
objective function [2, 39]. In a refinement way, the existing rec-
ommendation list output from the ranking stage will be modified
for diversity improvement. For example, Ziegler et al. [62] merged
two lists independently ranked by relevance and diversity scores
to generate a more diverse list. Yu et al. [54] proposed to swap the
item contributing least to the list diversity with another one with
the highest relevance score in the remaining items. As for online
methods for diversified recommendations, there is no clear differ-
ence between the ranking and re-ranking stages. In other words,
both MAB-based and RL-based algorithms can be adopted.

3 DIVERSIFIED ALGORITHM
The overview of our proposed diversified algorithms is shown in
Figure 2. Three algorithms are corresponding to critical challenges
in diversified recommendations, i.e., capturing users’ complete inter-
ests, mitigating item-side feature-aware bias, and improving users’
diversity perceptions. As the motivation, each challenge is further
illustrated by the diversity analysis of user interactions in the short-
video platform. The algorithms are deployed in different stages of
the online recommender system, considering the complexity of the
online system, we will only describe primary ideas.
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Figure 3: (a) PDF of users’ exposed videos for one week and
one month. The vertical dotted lines represent the average
of distributions. (b) The histogram of Jaccard Index between
weekly and monthly exposure categories for each user.

The utilized dataset consists of a random sample of about 66,000
users’ interaction records for one month, including two aspects of
data for analysis,

• User behavior. In this platform, user behaviors denote various
feedback to the videos, such as watching time, like, comment,
collect, etc.

• Video category. This is the unified classification based on video
content. Each video is marked with hierarchical categories of
three levels by human or deep-learning algorithms. For example,
a video of playing the drum kit will be tagged as ‘Music’, ‘Musical
instrument’, and ‘Drum kit’.

3.1 Exploration and Exploitation
3.1.1 Motivation. We first illustrate that user interests the rec-
ommender captures are incomplete and confined to limited video
content. Figure 3 (a) shows the probability density function (PDF)
of level-2 categorical coverage of users’ exposed videos in the first
week and the whole month, respectively. Obviously, the coverage is
far smaller than the theoretical maximum (more than 300), demon-
strating that the exposed videos cover a very small part of the whole
platform content. In order to further investigate whether the rec-
ommender can explore new videos for a longer time, we calculate
the categorical overlap between weekly and monthly individual
exposure. Figure 3 (b) shows the histogram of Jaccard Index for
each user. There is a clear peak around 1.0, and the rest concen-
trates around 0.7. Therefore, there is a limited increase when the
exposure timescale extends from one week to one month, which
means that the ability to explore more content for users needs
improvement. In summary, the recommender captures user inter-
ests incompletely and most users consistently watch homogeneous
videos with limited content.

3.1.2 Algorithm. E&E algorithm is based on the content-based
categorical system in the platform. The general idea is to estimate
category utility through user feedback, from which videos are fur-
ther selected. Since exploring new content among tens of videos is
actually meaningless, we choose the matching and ranking stage
for deployment. Considering their difference in scales of candidate
videos and available data, we deploy two algorithms individually.

• Matching.We adopt a standard setting of multi-armed bernoulli
bandit [6], where an arm denotes a category. Parameters in the
likelihood function, i.e., the cumulative reward of each category,
are estimated by thompson sampling [6]. Specifically, each ex-
posed video is associated with a category, and corresponding
user feedback is collected to update the parameters of the cate-
gory (arm). Top categories are selected based on the sampling 𝜃𝑐
from a beta distribution,

𝜃𝑐 ∼ Beta(𝑆𝑐 + 𝛼, 𝐹𝑐 + 𝛽), (1)

where 𝛼 and 𝛽 are prior parameters. 𝑆𝑐 and 𝐹𝑐 denote the number
of positive (e.g., comment) and negative feedback (e.g., watching
less than 3 seconds) for category 𝑐 . Finally, videos of these cat-
egories are sampled from a premium pool, in which candidate
videos are of high quality and widely acclaimed. This serves as
an additional matching channel, in which a certain proportion
of videos must be ranked top in the subsequent stage of coarse
ranking.

• Fine Ranking. The strategy consists of two parts, suppressing
the most consumed categories and boosting novel ones. Specifi-
cally, we first aggregate the total watching time of each category
in recent consumption and select the top 𝑁𝑎 categories as a set
A. After ranking for video candidates by predicted scores from
the base model, we further select categories of top 𝑁𝑏 videos
as a set B. In this way, A ∪ B denotes the content that users
are most interested in recently. We then randomly choose one
category inA∪B to suppress, which is to reduce the weights (to
be multiplied by prediction scores) of videos with this category
in the ranking. In order to avoid a negative impact on ranking
results based on model prediction, this operation only takes ef-
fect with the probability of 𝑝𝑠 . As for exploring novel content,
boosting categories not in A ∪ B directly will be risky, since
user interests are not taken into consideration. Therefore, we
additionally predict the categorical probability distribution of
users’ next consumption, and select top 𝑁𝑐 categories as a set
C. Finally, one category in C \ (A ∪ B) is randomly chosen to
increase its ranking weight. Similarly, this takes effect with the
probability of 𝑝𝑏 .

3.2 Debiasing in Ranking
3.2.1 Motivation. As stated in the introduction, there is usually a
great item-side feature-aware bias of consumption propensity. In
the video platform, this means that videos with different content
can obtain different levels of user feedback. We calculate average
prediction scores from base recommendation model for each level-1
category and show the distribution in Figure 4 (a). The maximum
and minimum prediction scores among categories can differ by a
factor of two to three, demonstrating the existence of item-side
bias. Therefore, ranking videos by the scores will lead to massive
exposure of categories obtaining high-level feedback from most
users, which further brings homogeneous consumption. To verify
the necessity of debiasing, we select top 𝐾 videos with ranking
scores or debiased scores (see the next subsection for details) for
each user and calculate the level-2 categorical coverage. Figure
4 (b) shows the coverage under different 𝐾 . Obviously, there are
significant and steady coverage improvements when ranking by
debiased scores, which means a more diverse candidate generation.
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Figure 4: (a) Average scores of videos predicted by the ranking
model for each level-1 category. (b) Coverage of top 𝐾 videos
when individually ranking for each user, by prediction scores
and debiased scores respectively. The line shade represents
95% confidence interval.

3.2.2 Algorithm. The primary idea of debiasing is to adjust predic-
tion scores of videos by the propensity of user consumption in the
platform [19]. To be more specific, the propensity is represented by
the empirical probability of various user behaviors for each video,
which takes the entire platform as the statistical caliber. For ex-
ample, it will be 0.4 if one video is consumed by 400 users under
certain behavior with 1000 exposures. In terms of debiasing, we
adjust the prediction score 𝑠𝑣𝑖 of video 𝑣𝑖 with category 𝑐 as follows,

𝑠𝑣𝑖 =
𝑠𝑣𝑖∑

𝑣𝑗 ∈V𝑐
𝑝𝑣𝑗 /|V𝑐 |

, (2)

where V𝑐 denotes all the videos with category 𝑐 to be ranked, and
𝑝𝑣𝑖 is the propensity score. This formula indicates that the video
will be ranked top when the user has a much higher probability
to consume it than the general users, who have been exposed to
videos of the same category.

For the deployment, we focus on the ranking stage, including
Coarse Ranking and Fine Ranking. Besides, as shown in Figure
4 (b), the coverage improvement by ranking with debiased scores is
trivial when the length of the video list is less than 40. Therefore, we
exclude the re-ranking stage which only handles tens of candidate
videos.

3.3 Diversity Optimization
3.3.1 Motivation. The perception of content repeatability (i.e., low
diversity) has been proven to influence user engagement signif-
icantly in many platforms, such as LinkedIn [26], TikTok [33],
WeChat [51]. Therefore, direct optimization for diversity is as im-
portant and necessary to user engagement as relevance.

Here we verify this impact in the short-video platform. Specifi-
cally, the exposure sequence for each user is divided by multiple
windows with a size of 10. We calculate the diversity, relevance, and
user engagement of each window. For diversity, level-2 categorical
coverage is utilized. For relevance, we estimate it as average pre-
diction scores from the model. For user engagement, although the
watching time is a good metric, it’s greatly biased by video dura-
tion [58]. Therefore, we choose to further normalize it as (𝑤 − 𝜇)/𝜎 ,
where𝑤 is the watching time. 𝜇 and 𝜎 denote the mean and stan-
dard deviation of all the watching time for all the videos with the
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Figure 5: Window-wise normalized watching time under dif-
ferent coverage, controlling for low and high average rele-
vance. The line shade represents 95% confidence interval.

same duration as the current video, respectively. As an important
confounder, we control relevance at a certain level and show two
representative relationships between window diversity and user
engagement in Figure 5. It’s obvious that the impact is significant,
regardless of low or high relevance. Large fluctuations around cov-
erage of 1 ∼ 2 show that users may give negative feedback when
the diversity is extremely low. In addition, too much high diversity
will also harm user experience sometimes.

3.3.2 Algorithm. Many post-processing approaches aim to maxi-
mize both relevance and diversity of the ranking list. In this way,
exposed items will match user interests and provide users with
diverse perceptions simultaneously. Two of the most popular post-
processing methods are Maximal Marginal Relevance (MMR) [5]
and Determinantal Point Process (DPP) [7]. However, as early ef-
forts, the effectiveness of MMR is limited and the computation
complexity of DPP is very high. Inspired by [22], we choose to max-
imize both relevance and diversity in the form of a sliding window.
The advantages are as follows,
• Realistic modeling of users’ diversity perceptions. In the
utilized short-video platform, users consume videos with the
sliding action, thus the perception is window-wise, i.e., several
consecutive videos. Therefore, diversity calculation for multiple
sliding windows in an video sequence can imitate the process of
user consumption and model realistic diversity perceptions.

• Low computational complexity. The computational complex-
ity for DPP objective, i.e., the occurrence probability of the chosen
items, is 𝑂 (𝑁 2𝑑), where 𝑁 is the number of all the candidate
items, and 𝑑 is the dimension of item embedding. In contrast, it
will be reduced to𝑂 (𝑁𝑇𝑑) when leveraging the trick of modified
Gram-Schmidt orthogonalization, where 𝑇 is the length of the
recommendation list. Generally speaking, we have𝑇 ≪ 𝑁 in the
online ranking stage.
For each video sequence with length 𝑇 , sliding through it with

the fixed size 𝑤 will generate 𝐿 windows, where 𝐿 = max(1,𝑇 −
𝑙 + 1) when the sliding step is 1. Stacking these 𝐿 windows and
embedding each video will define a trajectory tensor X ∈ R𝐿×𝑙×𝑑 .
In this way, the diversity for the video sequence is represented
by the volume of X, which means that more diverse videos will
span larger latent space in embeddings. Finally, the objective to be
optimized combines both items’ prediction scores and the diversity,
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formulated as follows,

max
{𝑣1,𝑣2,· · · ,𝑣𝑇 }⊂V

𝑇∑︁
𝑖=1

𝑠𝑣𝑖 +
∏
𝜎𝑖 𝑗𝑘>0

𝜎𝑖 𝑗𝑘 , (3)

where V is the set of candidate videos, and 𝜎𝑖 𝑗𝑘 is the singular value
of tensor X.

Considering real-time requirements for online services, we focus
on the stage of Fine Ranking and Re-ranking, where the number
of videos to rank ranges from tens to hundreds.

4 ONLINE EXPERIMENTS
To evaluate the diversified algorithms introduced in Section 3, we
deploy them in the full-stage recommender system of a short-video
platform. For the experimental results, we concentrate on the online
performance comparison from both stage and algorithm aspects.

4.1 Deployment and Evaluation Metrics
4.1.1 Deployment. All the experiments are conducted in large-
scale A/B testing. Algorithms are deployed in randomly aligned
experimental groups isolated from normal (base) groups. The ex-
periments account for 10% or 20% of online traffic and involve over
ten million users, lasting for 3 ∼ 13 days. The deployment details
are summarized as follows.
• Exploration and Exploitation. For the matching, we set 𝛼 =

𝛽 = 0. For the fine ranking, we set 𝑁𝑎 = 6, 𝑁𝑏 = 6, 𝑁𝑐 = 10 and
𝑝𝑠 = 25%, 𝑝𝑏 = 15%.

• Feature-aware Debiasing. Although there are multiple behav-
iors to be predicted, we choose to leverage the scores for long
view (see next subsection for definition) to rank videos for simplic-
ity. In other words, 𝑠𝑣𝑖 denotes the user’s long-view probability
for video 𝑣𝑖 predicted by the ranking model.

• Diversity Optimization. In order to model interaction and con-
tent information simultaneously, we measure the similarity be-
tween videos with embeddings from both the ranking model and
multimedia understanding. Specifically, we correspondingly de-
fine two trajectory tensors and combine their volumes together
as overall diversity. For the window size, we set 𝑙 = 10.

4.1.2 Evaluation Metrics. We leverage the relative improvement
of important online metrics during the experiments to evaluate the
algorithms. Specifically, interaction and diversity metrics are taken
into consideration, representing the real-time user engagement
and the content richness of individual exposed videos, respectively.
Besides, we also report two of the most important platform metrics
from the perspective of commercial business.
Interaction Metrics

• Exposure denotes the total number of exposed videos shown on
the screens of user devices.

• Like denotes the total number of videos users have liked.
• Comment denotes the total number of videos users have com-
mented on.

• Long view denotes the total number of videos that𝑤 ≥ min(𝑑, 18)
and 𝑑 ≥ 3, where 𝑤 is user’s watching time and 𝑑 is the video
duration.

Diversity Metrics

• Concentrationmeasures the timely repeatability of several con-
secutive videos. For each user, an exposure sequence is divided
as some windows in the order of exposed time. In this way, the
concentration of a window is calculated as 𝑁 − 𝐶 , where 𝑁 is
the fixed window size, and 𝐶 is the number of unique level-1
categories in this window. For a certain experimental or base
group during the experiments, the concentration is averaged over
the sequential windows across all the users.

• Coverage measures the overall richness of exposed videos over
a longer period. Formally, it’s defined as the number of level-2
categories covered by the exposed videos. Similarly, the coverage
is also averaged over all the users.

Platform Metrics

• Sum. Time denotes the dwell time in the platform during the
experiments summed over all the users.

• Avg. Time denotes the dwell time in the platform during the
experiments averaged over all the users.

4.2 Performance Comparison
Table 1 shows the A/B performance, i.e., the relative improvement
of experimental groups compared with base groups, for all the
algorithms. We compare the performance between two different
stages for each deployed algorithm and conclude distinct findings.

4.2.1 Exploration and Exploitation.

• E&E algorithm performs better in the stage of fine rank-
ing. Across most interaction and diversity metrics, the algorithm
gains up to 0.186% profit or obtains comparable results. In ad-
dition, the deployment in the fine ranking gains higher profit
consistently compared with that in the matching stage, except for
the coverage. Generally speaking, this can be explained by the
fact that candidate videos contained in the fine ranking match
user interests more accurately. In contrast, the additional channel
in the matching stage is more likely to explore videos out of user
acceptance, although the exposed videos cover richer content
for a longer period. Therefore, compared to the matching stage,
users give better feedback, and corresponding interaction metrics
obtain greater improvement in the fine ranking.

• E&E algorithm in the stage of fine ranking assists in ex-
ploring new video content that users are interested in. To
verify the ability of exploration, we further define Novelty and
Serendipity metrics based on the number of new level-2 cate-
gories shown in the current window but not the past window
of the individual video sequence, under specific user feedback.
For novelty, it usually denotes the recommendation of new con-
tent, thus all the exposed videos are considered to constitute
the sequence. For serendipity, it usually denotes new content
interested users, thus only videos of effective consumption1 are
considered. In this way, the algorithm in fine ranking obtains
improvement of 0.278% for novelty and 0.312% for serendipity
respectively, capturing more complete user interests.

4.2.2 Feature-aware Debiasing.

1Defined as the user giving any of the following feedback to the video: long view,
complete view (𝑤 ≥ 𝑑), like, comment, like some comments, download, collect, share,
or follow the author.
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Table 1: A/B performance comparison of the diversified algorithms across different recommender stages. ↑ (↓) denotes that the
higher (lower) value means better diversity, and the value is the improvement in percentage. Better results of one algorithm in
different stages are marked in bold.

Algorithm Stage Interaction Diversity Platform
Exposure Like Comment Long view Concentration ↓ Coverage ↑ Sum. Time Avg. Time

E&E Matching +0.110 -0.154 -0.001 +0.024 -1.091 +1.272 -0.011 -0.026
Fine Ranking +0.186 -0.007 +0.173 +0.059 -1.610 +0.765 +0.003 -0.017

Debiasing Coarse Ranking -0.227 -1.072 -1.299 +0.082 -0.861 +2.759 +0.117 +0.100
Fine Ranking -0.110 +0.423 -0.429 +0.175 -3.338 +3.360 +0.167 +0.141

Diversity
Optimization

Fine Ranking +1.306 +0.732 -0.819 +0.917 -4.645 -0.181 +0.077 +0.016
Re-ranking +0.069 +0.423 -0.255 -0.219 -2.309 -0.059 +0.097 +0.077

• Debiasing algorithm in the stage of fine ranking mitigates
the trade-off between accuracy and diversity more effec-
tively. The deployment in the fine ranking gains two positive
profits (0.423% for like and 0.175% for long view) out of four inter-
action metrics, and also gains improvement larger than 3.3% for
two diversity metrics, which are significant benefits in terms of
online experiments. The largest up to 0.167% profits of platform
metrics among all the experiments further show that it captures
user interests more accurately. In addition, the performance ex-
ceeds that of coarse ranking for all the metrics, demonstrating
its advantage again.

• User consumption becomes richer in terms of categories
by debiasing. Since top videos in the ranking will be homoge-
neous due to the aforementioned bias, we further verify whether
users consume richer video content. Specifically, we focus on
videos of effective consumption, approximately representing top-
ranking ones, and calculate the corresponding coverage of level-1
categories averaged over users. The relative improvements are
+0.099% and +0.414% for the stage of coarse and fine ranking,
respectively. This demonstrates the effectiveness of debiasing for
users’ richer consumption. In other words, top-ranking videos
are more balanced, thus feature-aware bias is moderated to some
extent.

4.2.3 Diversity Optimization.

• Performance is comparable between the deployment in the
stage of fine ranking and re-ranking. Across all eight metrics,
the performance of the two stages beat each other in half of them.
This is reasonable since the two stages are close in the recom-
mender procedure, and the video output from the fine ranking
is the input of the re-ranking. Therefore, the overall degree of
matching user interests is similar for videos to rank. Nevertheless,
due to the longer length of the ranking list, the deployment in
the fine ranking requires more time-consuming (model inference,
service call, etc.) than that in the re-ranking (relative change of
+0.155% v.s. -0.002% compared with the base group).

Table 2: A/B percentage improvement of SSD with respect
to users’ sessional diversity metrics. ↑ (↓) denotes that the
higher (lower) value means better diversity.

Stage Session Coverage ↑ Session Bad Case ↓
level-1 level-2 level-1 level-2

Fine Ranking +0.956 +0.537 -3.809 -1.549
Re-ranking +0.618 +0.412 -3.118 -0.490

• Diversity optimization provides more diverse perceptions
of real-time recommendation for users. In order to investi-
gate whether recommended video content is richer in a short-
term period, we further define diversity metrics within one ses-
sion2. The metrics include Session Coverage and Session Bad
Case based on both level-1 and level-2 categories, where the
latter denotes the exposure of extremely low diversity that may
harm user experience, such as consecutive videos with the same
category. The results are shown in Table 2, and all the metrics
obtain positive profit across two stages, especially for bad cases.
This demonstrates that users have more diverse and less homo-
geneous perceptions of each concentrated usage.

4.2.4 Comparison across Full-stage. We further compare perfor-
mance across full-stage and conclude from the following two per-
spectives.
Deployment stage. The deployment in the fine ranking obtains
the overall highest profit across all the diversified algorithms. In
the upstream of this stage, there are too many noisy candidate
videos out of user interest. In the downstream of this stage, the
room for diversity improvement is limited since the videos left
only cover users’ major interests, which are usually homogeneous.
Therefore, fine ranking is the most suitable stage for improving
user engagement and recommendation diversity simultaneously.
Diversified algorithm. Debiasing has the most significant influ-
ence on recommendation diversity (up to 3.360%) as well as the
dwell time in the platform (up to 1.167%). This simple yet effective
algorithm addresses the necessity of modeling diversity, rather than
ranking by only prediction scores. However, take the debiasing in
the coarse ranking as an example, implicit modeling may worsen
2Two sessions have an interval larger than five minutes.
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interaction metrics, i.e., harm user engagement. In contrast, explicit
diversity optimization can gain the highest up to 1.306% profit.

In summary, fusing explicit diversity modeling with the debias-
ing of users’ propensity to different video content can be a promis-
ing direction for diversified recommendations.

5 RELATEDWORK
5.1 Diversified Recommendation
As an additional objective beyond accuracy, diversity is incorpo-
rated in recommendations for extending the scope of user consump-
tion. Generally speaking, diversity is taken into consideration by
pre-defined strategies or explicit modeling. Specifically, strategies
are usually designed to fetch items of more diverse categories. For
example, Kwon et al. [25] selected top items in four types classified
by users’ purchasing intentions independently, which are further
merged for heterogeneous recommendations. Zheng et al. [57] pro-
posed to sample diverse items based on their categories in GNNs
learning. The sampling includes disadvantaged neighbors in the
process of embedding aggregation and negative items of the same
category with positive ones. Some works follow this idea to develop
GNN-based models for diversified recommendation [52, 53].

Many works model diversity based on item relationships in an
explicit way. For the in-processing, i.e., during the model designs
and training, diversity serves as the regularization term in loss
function or score for ranking, which is usually combined with rel-
evance score [47]. Wasilewski and Hurley [45] proposed to train
the recommendation model with both relevance loss and diversity
regularization, where the latter is the negative of intra-list average
distance (ILAD) [55] based on item similarity. Following this ap-
proach, Chen et al. [9] defined the diversity term as users’ interests
in different item categories. In terms of ranking scores, Li et al. [30]
proposed to select items based on the summation of relevance and
diversity scores. For the post-processing, the diversity of the rec-
ommendation list is maximized jointly with the relevance, which is
defined based on fixed prediction scores. The two most representa-
tive methods are MMR [5] and DPP [7], which model the diversity
with local pair-wise similarity and global correlation among items,
respectively. In the scenario of multiple recommendation lists, i.e.,
sliding windows, Huang et al. [22] proposed to define the diversity
with time-series decomposition.

The methods above can be classified as the offline setting, where
models are evaluated and trained based on static user-item interac-
tions. For the online setting, RL models the diversity with the fusion
in reward functions [14, 27] or E&E strategies [56]. Some works
also present relatively simple online results of a single diversified
algorithm in real-world systems [46].

Different from these works, we extensively investigate online
performance and compare them between multiple diversified algo-
rithms in a full-stage recommender system of real-world applica-
tion.

5.2 Full-stage Recommender Systems
There are some works to jointly optimize for better recommenda-
tion across the matching and ranking stages. Since independent
modeling in each stage may be suboptimal, Ma et al. [34] explicitly
considered the ranking model while training the matching (a.k.a.,

candidate generation) model based on off-policy learning. Explo-
ration strategies are also investigated in such a two-stage system,
where LinUCB [28] is deployed individually [20]. Many works
focused on the advances of single stage, for example, the frame-
works developed for the matching stage were dedicated to the
efficiency of large-scale systems [3, 15, 60] or fairness [44, 60] for
the latter recommendation. The ranking stage is the most studied,
and the basic framework to predict the probability of user-item
interaction, with the input of various user and item feature embed-
dings [13, 17, 18, 40]. Besides, in the deployment of the industrial
system, very long item sequences are considered for modeling long-
term user interests [4, 8, 37]. In terms of the re-ranking, the item
list is re-ordered for better accuracy, diversity, fairness, etc. For ac-
curate predictions of user feedback, many neural models based on
recurrent networks [1, 61] or self-attention networks [21, 36] have
been proposed in recent years. For the diverse recommendation list,
both non-learning [5, 7] and learning [49, 50] based approaches
are studied for the maximization of both relevance and diversity.
Similarly, fairness is optimized for fair exposure of different items
with specific features [23, 41].

In this work, we extensively compare the difference in the online
effects of diversified algorithmswhen deployed across the full stages
in the recommender system.

6 CONCLUSIONS
In this work, we deploy several simple yet effective algorithms
to address critical challenges in diversified recommendations. We
conduct large-scale online experiments in a short-video platform
to investigate their full-stage effects on user engagement and rec-
ommendation diversity. From performance comparison in terms
of important online metrics, we identify the fine ranking as the
most suitable stage for real-world deployment. Besides, the combi-
nation of debiasing and diversity optimization can be a promising
direction for future advances in diversified algorithms. Finally, we
observe a co-growth trend of new users’ long-term engagement
and recommendation diversity, further demonstrating the effective-
ness of our deployed algorithms. This work can provide beneficial
experiences in diversified recommendations for researchers from
both academia and industry. As for future works, we will deploy
more advanced diversified algorithms to verify our findings. For
more precise online evaluations, we will further leverage direct
diversity-relevant questionnaires sent to users.

7 ETHICAL CONSIDERATIONS
The issue of diversity in recommender systems is closely related to
social issues such as filter bubbles and information cocoons [29].
Enhancing user engagement and consumption diversity on the
Web contributes to the development of more inclusive and active
online platforms, and also helps to prevent users from inadvertently
falling into communities filled with only homogeneous content or
opinions.
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