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Large Language Models (LLMs) have recently garnered significant attention in various domains, including recommendation systems.

Recent research leverages the capabilities of LLMs to improve the performance and user modeling aspects of recommender systems.

These studies primarily focus on utilizing LLMs to interpret textual data in recommendation tasks. However, it’s worth noting that in

ID-based recommendations, textual data is absent, and only ID data is available. The untapped potential of LLMs for ID data within

the ID-based recommendation paradigm remains relatively unexplored. To this end, we introduce a pioneering approach called "LLM

for ID-based Recommendation" (LLM4IDRec). This innovative approach integrates the capabilities of LLMs while exclusively relying

on ID data, thus diverging from the previous reliance on textual data. The basic idea of LLM4IDRec is that by employing LLM to

augment ID data, if augmented ID data can improve recommendation performance, it demonstrates the ability of LLM to interpret ID

data effectively, exploring an innovative way for the integration of LLM in ID-based recommendation. Specifically, we first define a

prompt template to enhance LLM’s ability to comprehend ID data and the ID-based recommendation task. Next, during the process of

generating training data using this prompt template, we develop two efficient methods to capture both the local and global structure

of ID data. We feed this generated training data into the LLM and employ LoRA for fine-tuning LLM. Following the fine-tuning phase,

we utilize the fine-tuned LLM to generate ID data that aligns with users’ preferences. We design two filtering strategies to eliminate

invalid generated data. Thirdly, we can merge the original ID data with the generated ID data, creating augmented data. Finally, we

input this augmented data into the existing ID-based recommendation models without any modifications to the recommendation

model itself. We evaluate the effectiveness of our LLM4IDRec approach using three widely-used datasets. Our results demonstrate a

notable improvement in recommendation performance, with our approach consistently outperforming existing methods in ID-based

recommendation by solely augmenting input data.
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(a) LLM as enhanced feature extractors (b) LLM as a recommendation model (c)  LLM for ID-based recommendation

Fig. 1. An example of comparing different structures of LLM in Recommender Systems (RS). Figure 1(a) and (b) depict current
approaches for incorporating LLM into recommendation models. Both methods utilize textual data as input, such as user and item
profiles. Nevertheless, in the context of ID-based recommendations, solely ID data is available, devoid of any textual information.
When dealing with recommendation scenarios that solely rely on ID data, we investigated the application of LLM for ID-based
recommendation, as shown in Figure 1(c).
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1 INTRODUCTION

Recommender systems play a central role and have emerged as indispensable tools in online services [7, 11, 15, 21, 77].

They serve the critical function of offering personalized recommendations in the face of information overload, effectively

aligning with user preferences across a range of tasks [9, 86]. While various recommendation tasks exist [11, 39, 69],

including top-N recommendation, next-item recommendation, and rating prediction, the common approach involves

learning user representations to model their preferences and intentions. These learned representations are subsequently

employed to generate decisions regarding recommended items for users. In recent years, Large Language Models

(LLMs) have exhibited remarkable proficiency in approximating human intentions and excelling in a wide array of

tasks, including reasoning and decision-making [4, 30, 84]. Inspired by the great success of Large Language Models

(LLMs) [5, 10, 62], exploring the potential of LLMs in recommendation is attracting attention [1, 12, 13, 18, 34, 81, 85],

especially driven by innate reasoning capabilities and approximating human intentions of LLMs. With the exploration

of LLM-based recommendation [17, 28, 43], this direction has emerged as a promising approach for the next-generation

recommendation systems [44, 64, 80].

In the context of recommender systems, accurately capturing patterns in user interaction data (ID data) is crucial

for generating relevant recommendations. The core goal of recommendation algorithms is to predict the items a user

is likely to engage with based on their interaction history. Over the years, various methods have been developed to

improve recommendation performance, including Markov Chains [23, 56], RNN/CNN models [23, 56], self-attentive

models [31, 35, 83], andmore recently, graph convolutional network (GCN)-basedmodels [8, 65, 76]. These advancements

stem from increasingly sophisticated architectures designed to better capture the complex relationships in interaction

data. GCN-based models, for example, excel at capturing intricate relationships between users and items compared to
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traditional CNN-based models. However, the emergence of LLMs introduces a new paradigm with even greater capacity

for modeling and reasoning, surpassing existing structures like GCNs [47, 52, 63, 68]. Given LLMs’ ability to model

and interpret complex data, they present a promising direction for processing user interaction data (ID data). Various

studies have demonstrated that LLMs can successfully address graph-related tasks, which rely heavily on understanding

and reasoning about relationships within ID data [19, 22, 60, 74, 82]. For instance, LLM4DyG [82] constructs prompts

using node and edge IDs, which are then processed by LLMs for inference, effectively tackling graph-based tasks. This

suggests that employing LLMs to model and interpret ID data is not only feasible but also a research direction worth

exploring further.

For the studies of LLMs in recommendations, the current approaches can be broadly categorized into two groups.

As shown in Figure 1(a), the first category involves leveraging LLMs as enhanced feature extractors to improve

the performance of recommendation models in terms of accuracy or interpretability [37, 38, 45, 67]. For example,

LLMRec [67] uses LLMs to explicitly model with three types of features, such as user profile. In this category, LLMs

serve as tools to extract valuable features from textual data, which contribute to improving recommendation models.

As shown in Figure 1(b), the second category employs LLMs as a powerful recommendation system to directly generate

recommendation results, such as a list of recommended items [14, 28, 61]. LLM-driven recommendation systems leverage

the inherent capabilities of LLMs to generate recommendations based on the textual data they process. It is worth noting

that both of these approaches primarily rely on textual data, such as book/movie titles and knowledge labels. The textual

data forms the foundation for constructing recommendation paradigms, capitalizing on the generalization capabilities

of LLMs to enhance recommendation performance. However, in ID-based recommendation, textual data is absent,

containing only core ID information—namely, user IDs and item IDs—without corresponding textual descriptions for

users and items [55, 78, 79]. Therefore, instead of focusing on designing an LLM-based recommendation system utilizing

textual data, we explore LLM utilizing pure ID data in ID-based recommendation, as depicted in Figure 1(c). Specifically,

we investigate the following two questions:

Q1: Can LLM feed ID data to generate results that meet recommendation requirements? Many studies

have shown that the representations learned by LLMs are applicable to various tasks enriched with textual side

information [2, 6, 48]. Nevertheless, in existing recommendation systems, countless models have been developed

that rely solely on user/item IDs to generate high-quality recommendations, eschewing the use of any textual or

content-based information [8, 24, 54, 59, 76]. In this study, we leverage ID-based recommendation as a domain task to

investigate the applicability of LLM when confronted with ID data.

Before the emergence of large language models, there were already many pre-trained language models, such as

BERT [16] and T5 [50]. These pre-trained language models have been successfully applied to various recommendation

tasks [27, 49, 57, 71, 72]. For example, UniSRec[27] improving recommendation models using pre-trained language

modelsr (e.g. BERT). P5 [19] pretrains on an encoder–decoder Transformer model to effectively model user behavior

sequences (i.e., ID sequences). The success of using pre-trained language models in recommendation tasks can be

attributed to their inherent linguistic capabilities. These linguistic capabilities encompass various facets, including the

storage of factual knowledge and model sequential data. Meanwhile, LLMs have witnessed superior outperformance

compared to traditional pre-trained language models, so utilization of LLM for recommendation tasks is an appealing

avenue, particularly in the context of countless ID-based recommendations.

Q2: How can we effectively leverage LLM to enhance ID-based recommendation? ID-based recommendation

contain several essential components, such as interaction data, network structure, and ranking loss functions [8, 54, 76].

LLMs can assume different roles within the ID-based recommendation pipeline. A straightforward question arises about
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where to integrate LLM in an ID-based recommendation model. Consequently, depending on the specific role, we must

design different paradigms for LLMs, such as fine-tuning and prompting. The primary focus is on how to adapt LLM for

an ID-based recommendation model effectively.

The utilization of core ID data in an ID-based recommendation model primarily relies on interaction data, which

is abundant and readily accessible. If a large language model (LLM) demonstrates proficiency in processing and

understanding ID data, it presents an opportunity to integrate LLM as an element of recommendation. Specifically, by

augmenting interactive data within the ID-based recommendation model using LLM capabilities, we can enhance the

precision of recommendations.

In this paper, we seek to present innovative solutions for integrating LLM into ID-based recommender systems.

The basic idea is to feed pure ID data from recommendation tasks into a pre-trained LLM. Suppose the output of

the LLM is meaningful and can improve recommendation performance. In that case, it can reflect that the LLM can

understand and process ID data within the context of recommendation tasks. Conversely, suppose the output of the

LLM is random, inaccurate, or lacks meaningfulness, resulting in a deterioration in recommendation performance. In

that case, the LLM still lacks the ability to understand ID data and recommendation tasks intuitively. Based on the above

idea, we propose a novel framework, namely the Large Language Model for ID-based Recommendation (LLM4IDRec).

We designed a prompt template to process ID data and ensure that the output meets the recommended requirements

(Q1). Meanwhile, LLM4IDRec utilizes LLM to augment the ID data and then enhance the ID-based recommendation

model (Q2). Specifically, the ID data is initially transformed into training data through a designed prompt template that

is understandable to language models. These generative training data are fed into the pre-trained LLM and adopt the

fine-tuning strategy. After training, the fine-tuned LLM can generate ID data, effectively augmenting the original ID

data. LLM4IDRec represents a pioneering approach to enhancing the capabilities of ID-based recommendation models

through the power of LLM.

Our main contributions are summarized as follows:

• We intend to explore the potential of LLM and investigate a key question: Can the LLM adapt to the ID-

based recommendation? This is different from existing work centred around textual data. While prior studies

predominantly utilize textual data, such as attribute or title, to represent items and users in prompts, ID-based

recommendations lack such textual information, relying solely on ID data. This unexplored potential of LLMs

in handling ID data within recommendation paradigms is a driving force behind their integration. We propose

that prompting LLMs mainly with textual data overlooks their full potential in recommendation tasks. Instead,

delving deeper into ID-based data patterns inherent in interaction data can unlock novel insights and improve

recommendation precision, thus justifying the use of LLMs.

• We propose a novel approach, LLM4IDRec, which leverages LLM to augment ID data and subsequently utilizes

this augmented data to improve the performance of ID-based recommendations.Specifically, we design a tailored

prompt template specifically for ID-based recommendation tasks. This template, combined with two methods for

generating training data to capture both local and global ID data structures. Additionally, combining fine-tuning

strategy and two filter strategies guide LLMs in capturing ID-based data and generating interaction data aligned

with user preferences. These modules significantly enhance the effectiveness of LLM4IDRec.

• In experiments conducted using three publicly available datasets, LLM4IDRec consistently outperforms existing

ID-based recommendation methods by only augmenting the input ID data. These results demonstrate the

rationality of LLM4IDRec and the feasibility of LLM in the ID-based recommendation.
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2 RELATEDWORK

Our work is closely related to several other lines of research. First, we discuss ID-based recommendation models, and

then we explore the integration of LLM with the recommendation model.

2.1 ID-based Recommendation

In recommendation scenarios, the prevalent practice is to employ unique identifiers (IDs) to represent users and items,

and then the user behavior (such as click and purchase behavior) is represented as an interaction matrix between user

IDs and item IDs. Thus, modern recommendation models [32, 55, 78] have placed a significant emphasis on ID data and

have, in fact, constructed numerous models tailored specifically to the handling of user and item IDs. The developmental

trajectory of recommendation models has evolved from the traditional collaborative filtering [42], shallow factorization

models [32, 53] to the more deep neural network models [25, 26].

The interaction behavior between user IDs and item IDs constructs the interaction matrix. This matrix can be

categorized into two types based on the temporal information associated with these behaviors: one involves user

interaction behavior without temporal relationships, and the other pertains to the sequential recommendation, where a

clear sequential relationship between behaviors exists. For the first interaction data type, existing research methods

mainly rely on recommendation models based on Graph Convolutional Networks (GCNs) [8, 24] which have become

mainstream methods. For example, NCL [41] and other models have consistently achieved significant results. More

recently, as contrastive learning has gained prominence, some recommendation models have integrated it into GCN-

based models [75, 76]. Examples include SimGCL [76] and XsimGCL [75], which excel at capturing the correlations

within ID data. For sequential recommendation data, existing recommendation models focus on modeling the structure

of sequential behaviors to better understand the temporal order between them [31, 70]. Models like SASRec [31] and

BERT4REC [59] leverage attention mechanisms to effectively utilize sequence behavior data. It’s worth mentioning

that recent studies have introduced contrastive learning into the sequential recommendation, leading to models like

CL4SRec [70]. These models enhance the performance of sequence recommendation by incorporating contrastive

learning and improving the understanding of user behavior sequences. In summary, various ID-based recommendation

models have been developed in the research field for the interaction data with only user IDs and item IDs. Based on

these models, we use LLM for data augmentation to improve the performance of existing ID-based recommendation

models, thereby providing feasible solutions for exploring ID-based recommendation tasks in the current development

of LLM.

2.2 LLM with the recommended model

For the adaption of language models in recommendations, specifically concerning the modeling paradigm, existing

research can be broadly categorized into the following two main groups:LLM as RS and LLM + RS.

2.2.1 LLM as RS. LLM as RS is to leverage LLM as a powerful recommendation model [14, 28, 61]. Typically, the input

sequence consists of textual descriptions, user behavior prompts, and instructions for the recommendation task. Then

the "LLM as RS" generates the desired output, which may include predictions of target item scores and the ranking of

the candidate item list. Some recent works explore the utilization of LLMs as RS. Dai et al. [14] proposes to enhance

ChatGPT’s recommendation capabilities by aligning it with ranking capabilities. This approach leverages item titles as

descriptors within the prompt, followed by conducting a preliminary evaluation using generated prompts. Sun et al. [61]

explore the two instructional strategies for LLMs in ranking tasks, they evaluate the capabilities of LLMs on three passage
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re-ranking datasets, including the multilingual passage retrieval dataset named Mr.TyDi. The PEPLER method [36]

employs two training strategies for turning LLMs and generates language explanations for recommendations. To ensure

the explanation quality, the input data for PEPLER contains an explanation and, crucially, a minimum of one item

feature. UniTRec [46] leverages pre-trained language models to assess the alignment of user candidate text and enhance

text-based recommendations. TransRec [40] introduces multi-faceted identifiers that include ID, title, and attribute to

propose a new recommendation model.

2.2.2 LLM + RS. LLM + RS is to leverage LLM as a feature extractor [37, 38, 45]. In this approach, the input sequence

consists of item-specific and user-specific features, and then the output is to obtain embeddings that correspond to

these features. The obtained embeddings by LLM can be integrated into the modeling process of a recommendation

system, such as capturing potential preferences. For example, UniCRS [66] adopts knowledge-enhanced prompts and

bases on knowledge-enhanced prompt learning to effectively address various conversational subtasks within a unified

framework. Liu et al. [73] employ open-source LLMs to augment content at the embedding level and utilize close-source

LLMs to enrich the training data at the token level. It is noteworthy that both open- and close-source LLMs also can

enhance content-based recommendation systems.

However, existing methods rely on textual data, which neglects the potential of LLMs on pure ID data. In our work,

we aim to enhance ID-based recommender paradigms by incorporating LLMs. Our approach presents a pioneering

paradigm for next-generation recommender systems, and investigates the capacity and suitability of LLMs in this

domain.

3 PRELIMINARY

In this section, we present the ID-based recommendation model and reveal the large language model in modeling

ID information. The core data of a recommendation model is to represent users and items and their interaction data.

Denote 𝑈 (of number |𝑈 |) and 𝑉 (of number |𝑉 |) as the set of users and items, respectively. For each user 𝑢 ∈ 𝑈 , we

can represent it by its unique ID. Similarly, for each item 𝑣 ∈ 𝑉 , we can represent it by its unique ID. Users and items

are only represented by ID and do not contain modality information. The interaction data are represented by a binary

matrix 𝑅 = 𝑟𝑢𝑣 , where 𝑟𝑢𝑣 ∈ {0, 1} indicates whether user 𝑢 has interacted with item 𝑣 .

In the ID-based recommendation model, users and items are represented by an embedding matrix E ∈ R( |𝑈 |+|𝑉 | )×𝑑
.

According to the interaction data 𝑅, the ID-based recommendation model retrieves the embedding of users/items and

then feeds it to the recommendation network. During training, the ID-based recommendation model typically designs

and optimizes a loss function 𝐿, where 𝐿 can be a pairwise BPR loss or other widely-used loss. In a word, various

ID-based recommendation models are input as interaction data 𝑅, and these models are optimized through a loss

function to make the predicted candidate items close to the real interaction data 𝑅.

LLM and ID-based recommendation. Within the domain of language models, specifically LLM, the objective

usually is to project the probability distribution of the probability word in a given textual context, denoted as:

𝑝 (𝑤𝑜𝑟𝑑 |𝑐𝑜𝑛𝑡𝑒𝑥𝑡). (1)

In LLM, input data is typically represented as tokens. Therefore, the above formula is essentially predicting the next

most likely token given a series of tokens, denoted as:

𝑝 (𝑛𝑒𝑥𝑡 𝑡𝑜𝑘𝑒𝑛 |𝑡𝑜𝑘𝑒𝑛𝑠). (2)
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Fig. 2. The architecture of our proposed LLM4IDRec.

When dealing with a user denoted as 𝑢 and their list of interacted items represented as 𝑅𝑢 , our approach involves

treating users and items as tokens and modeling interaction data as textual sequences for fine-tuning LLMs. This

transformation enables LLMs to predict the next most likely tokens (the most likely items) based on given tokens (the

interaction data), effectively allowing LLMs to model interaction data. The objective of LLM is denoted as:

𝑝 (𝑛𝑒𝑥𝑡 𝑡𝑜𝑘𝑒𝑛 = {𝑣𝑖 }|𝑡𝑜𝑘𝑒𝑛𝑠 = {𝑢, 𝑅𝑢 }) . (3)

Whether the data comprises purely textual information or includes interaction data, LLMs aim to estimate the probability

distribution of the next token. In the context of fine-tuning LLMs, the goal is to empower the pretrained LLM to acquire

domain-specific knowledge, particularly implicit feedback data, by learning the distribution relationship between

tokens (the interaction data). Hence, it is possible for LLM to generate items that align with user preferences within the

specified context 𝑡𝑜𝑘𝑒𝑛𝑠 = {𝑢, 𝑅𝑢 }. These generated items by LLM can then be used to augment the existing sparse

interaction data 𝑅, ultimately enhancing the overall performance of the recommendation system.

4 METHOD

As shown in Figure 2, the LLM4IDRec framework aims to enhance the alignment of LLMs with ID-based recom-

mendation systems. We employ LLMs for data augmentation within ID-based models, leveraging the advantages

of LLMs in modeling and inference capabilities. This collaboration with ID-based models allows us to effectively

capture collaborative information, thereby improving the overall performance of recommendations. The proposed

LLM4IDRec adopts a two-stage paradigm. The first stage is the LLM-based Data Generation. The LLM-based Data

Generation feeds the historical interaction data into an LLM and then infers potential interaction data. Combining the

generated potential interaction data with the original historical interaction data creates augmented interaction data.
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The augmented interaction data can be naturally plugged into existing ID-based recommendation models. The second

stage is the ID-based recommendation model, which is a common ID-based recommendation model.

4.1 The LLM-based Data Generation

In the interaction data 𝑅, given a user 𝑢 with interacted item sequence 𝑆𝑢 = {𝑣1𝑢 , 𝑣2𝑢 , ..., 𝑣𝑡𝑢 , }, we want to predict 𝑛

items 𝑆𝑛𝑢 = {𝑣𝑡+1𝑢 , ..., 𝑣𝑡+𝑛𝑢 } that user 𝑢 may like. For almost large language model recommender systems (LLMRec), each

item 𝑖 is associated with a textual description 𝑑 (𝑖), such as a book title. These LLMRec models initially process each

item’s description 𝑑 (𝑖) by tokenizing the text and formulate a prompt 𝑓𝑝𝑟𝑜𝑚𝑝𝑡 (∗) which serves to convert the interacted

item sequence 𝑆𝑢 into a contextual sequence 𝑓 (𝑑 (𝑆𝑢 )) = 𝑓𝑝𝑟𝑜𝑚𝑝𝑡 (𝑑 (𝑣1𝑢 ), 𝑑 (𝑣2𝑢 ), . . . , 𝑑 (𝑣𝑡𝑢 )). Subsequently, LLMRec feeds

this contextual sequence, 𝑓𝑝𝑟𝑜𝑚𝑝𝑡 (𝑑 (𝑆𝑢 )), into a comprehensive language model to generate recommendations tailored

to the preferences of user 𝑢.

It’s important to underscore that existing LLMRec models rely exclusively on textual descriptions and are primarily

concerned with text-based data. However, the challenge that arises is that in ID-based recommendation tasks, there

is no textual description associated with the items. Consequently, our proposed approach grapples with two key

questions: firstly, how can ID-based data be appropriately represented within the LMRec framework? secondly, can a

large language model effectively capture and model ID data?

4.2 Prompt Template

We first present the process of constructing prompt templates. These templates serve the purpose of converting ID-based

data into textual data for each instance. A proper prompt should contain the interaction data about the user and the

item and also provide a clear task description. The following steps are undertaken to create a proper prompt:

1) Establishing context and defining goal: Begin by providing context regarding the user and the recommendation

task. It necessitates the clear articulation of the task’s objectives, explicitly stating that the LLM model is tasked with

offering recommended items.

2) List the interacted items: A fundamental component of the prompt template is the enumeration of items that the

user has previously interacted with or clicked. This enumeration ensures that the LLM model is equipped with the

historical data requisite for generating relevant recommendations.

3) In the process of fine-tuning the LLM model, an additional requirement is introduced wherein labeled data with

user interactions and desired recommendations is provided. This labeled data can guide the optimization of the LLM

model and improve performance based on real-world data.

For this purpose, we define the prompt template.

Definition 4.1. For user 𝑢 and interaction item sequence 𝑆𝑢 = {𝑣1𝑢 , 𝑣2𝑢 , ..., 𝑣𝑡𝑢 , }, We first use the ID mapping func-

tion 𝑓𝐼𝐷 (∗) to obtain the unique ID corresponding to the user 𝑢 and item sequence 𝑆𝑢 . Then we design the following

template to construct the prompts:

• Input: Given the user(𝑓𝐼𝐷 (𝑢))’s clicked list items:𝑓𝐼𝐷 (𝑣1𝑢 ), ..., 𝑓𝐼𝐷 (𝑣𝑖−1𝑢 ), 𝑓𝐼𝐷 (𝑣𝑖+1𝑢 ), ..., 𝑓𝐼𝐷 (𝑣𝑡𝑢 ), predict what are
items to recommend to the user(𝑓𝐼𝐷 (𝑢)). Please only answer the items.

• Output:𝑓𝐼𝐷 (𝑣𝑖𝑢 )

Please note that the item 𝑣𝑖𝑢 ∈ 𝑆𝑢 in the output is any one item in item sequence 𝑆𝑢 . In this prompt template, the prompts

are tailored to what the pretrained LLM can understand, aiming to trigger its reasoning ability based on encoded knowl-

edge. For instance, consider the relational phrase "the user(𝑓𝐼𝐷 (𝑢))’s clicked list items 𝑓𝐼𝐷 (𝑣1𝑢 ), ..., 𝑓𝐼𝐷 (𝑣𝑖−1𝑢), 𝑓 𝐼𝐷 (𝑣𝑖+1𝑢),
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Prompt Template 
Input: Given the user(𝑓!"(𝑢))’s clicked list items: 𝑓!" 𝑣#$ , … ,
𝑓!" 𝑣#%&$ , 𝑓!" 𝑣#%'$ … , 𝑓!" 𝑣#( , predict what are items to 
recommend to the user(𝑓!"(𝑢)). Please only answer the items. 
Output: 𝑓!" 𝑣#%

𝑓!" 𝑢 = 1

𝑓!" 𝑣#$ = 3005 𝑓!" 𝑣#% = 30012

𝑓!" 𝑣#& = 30014 𝑓!" 𝑣#' = 30020

Input: Given the user(1)’s         clicked list items:
3005							, 30012							, 30014 , predict what are items to 
recommend to the user(1). Please only answer the items. 
Output: 30020

Fig. 3. An example of generating data based on user sequence 𝑆𝑢 and prompt template.

..., 𝑓 𝐼𝐷 (𝑣𝑡𝑢 )" in the prompt, which guides the LLM to recognize the newly-introduced token is a user subject 𝑓𝐼𝐷 (𝑢) and
the tokens 𝑓𝐼𝐷 (𝑣1𝑢 ), ..., 𝑓𝐼𝐷 (𝑣𝑖−1𝑢 ), 𝑓𝐼𝐷 (𝑣𝑖+1𝑢 ), ..., 𝑓𝐼𝐷 (𝑣𝑡𝑢 ) in the prompt are the objects of the interacted item sequneces.

Moreover, the contexts "predict what items to recommend to the user(𝑓𝐼𝐷 (𝑢))" help the content LLM better understand

the goal. The specific formulation of the prompt plays a crucial role in semantically aiding LLMs to comprehend

interactive data, minimizing semantic and goal differences during fine-tuning.

In the prompt template, the input sentence describes the interacted data, imparts contextual information, and

clarifies the goal of the recommendation task. The output sentence describes the desired target outcome. In the

practical implementation, The "user ID" and "Item ID" are replaced by actual user and item IDs. To offer a more

illustrative illustration, consider the following example: User 𝑢 (𝑓𝐼𝐷 (𝑢) = 1)) has clicked items 𝑆𝑢 , 𝑆𝑢 includes item 𝑣1𝑢

(𝑓𝐼𝐷 (𝑣1𝑢 ) = 3005), item 𝑣2𝑢 (𝑓𝐼𝐷 (𝑣2𝑢 ) = 30012), item 𝑣3𝑢 (𝑓𝐼𝐷 (𝑣3𝑢 ) = 30014), and item 𝑣4𝑢 (𝑓𝐼𝐷 (𝑣4
1
) = 30020). the process

of generating data according to the prompt template definition 4.1 is shown in Figure 3, and the generating data is

structured as follows:

Example 4.1.

• Input: Given the user(1)’s clicked list items:3005, 30012,30014, predict what are items to recommend to the user(1).

Please only answer the items.

• Output: 30020

In Example 4.1, the generating prompt data only contains the ID data and description of the recommendation task,

without any additional information such as textual descriptions of the user or item.

4.3 Generating Training Data by Prompt Template

According to the prompt template, the construction of training data for finetuning the LLM requires the combination of

user interaction data. Within the prompt template, specific item IDs must be inserted into the input section, designated

as "clicked list items: Item ID, Item ID, ..., Item ID". It is worth noting that the number of interactive items may vary

among different users, resulting in different quantities of item IDs to be filled in. We propose two implementation

methods to better utilize clicked list items, 𝑆𝑢 , with varying lengths.

We designed two methods to integrate item IDs from 𝑅𝑢 into the prompt template: 1. Fully generating training
data: In this approach, we insert the complete item IDs from 𝑅𝑢 directly into the prompt template. The training data

generated using this method emphasizes the user’s overall behavior, enabling LLM to infer which items the user might

prefer based on their comprehensive behavior data. 2. Randomly generating training data: Alternatively, we employ

a random sampling technique to select fixed-length item IDs from 𝑆𝑢 and incorporate them into the prompt template.

The training data generated through this method concentrates on the user’s local behavior, enabling the LLM to analyze

the user’s specific, localized behavior data to make inferences about the items that might interest the user. These two
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methods offer different ways to incorporate item IDs into the template, allowing for flexibility in generating training

data.

These two methods serve as effective ways to generate training data for incorporating item IDs through prompt

templates. Now let’s provide intuitive examples to illustrate the differences between the two methods. We use the

same example in Section 4.1.1: User 𝑢 (𝑓𝐼𝐷 (𝑢) = 1)) has clicked items 𝑆𝑢 , 𝑆𝑢 includes item 𝑣1𝑢 (𝑓𝐼𝐷 (𝑣1𝑢 ) = 3005), item 𝑣2𝑢

(𝑓𝐼𝐷 (𝑣2𝑢 ) = 30012), item 𝑣3𝑢 (𝑓𝐼𝐷 (𝑣3𝑢 ) = 30014), and item 𝑣4𝑢 (𝑓𝐼𝐷 (𝑣4
1
) = 30020).

We use fully generating training data to generate training data as follows:

Example 4.2.

• Input: Given the user(1)’s clicked list items:3005, 30012,30014, predict what are items to recommend to the user(1).

Please only answer the items.

• Output: 30020

We generate training data using randomly generated training data with a fixed length set to 2 as follows:

Example 4.3.

• Input: Given the user(1)’s clicked list items:3005,30012 predict what are items to recommend to the user(1). Please

only answer the items.

• Output: 30020

• Input: Given the user(1)’s clicked list items:30012,30014 predict what are items to recommend to the user(1). Please

only answer the items.

• Output: 30020

• Input: Given the user(1)’s clicked list items:30014,3005 predict what are items to recommend to the user(1). Please

only answer the items.

• Output: 30020

The output of all examples is item 𝑣4𝑢 (𝑓𝐼𝐷 (𝑣4
1
) = 30020), which can be replaced with any item in item sequence 𝑆𝑢 .

For the sake of simplicity, we do not provide examples of other items as outputs here.

From the above Example 4.2 and 4.3, it can be seen that the two methods we designed generated different training

data. Example 4.2 captures users’ general preferences from their overall behavior, while Example 4.3 focuses more on

fine-grained information and the relationships between some user behaviors, which can better capture the diversity of

user preferences. Consequently, fully generating training data and randomly generated training data utilize user behavior

data from both global and local perspectives, providing sufficient training data for the following fine-tuning of LLM.

4.4 Fine-tuning for Data Adaption and Inference for Data Generation

Utilizing the provided prompt template and interaction data 𝑅, we have the capability to construct ID-based textual

data. This constructed data can be effectively employed for training an LLM to model ID-based information. It is worth

noting that directly fine-tuning the LLM is a computationally intensive and time-consuming process. To address these

challenges, we propose the adoption of an efficient fine-tuning strategy aimed at significantly reducing the number of

trainable parameters. One such approach is LoRA, which excels in parameter efficiency. LoRA not only reduces the

storage requirements for adapting LLMs to specific tasks but also demonstrates superior performance compared to

several other methods. Consequently, we employ LoRA as an efficient means to model ID-based information while
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maintaining the original LLM parameters. This approach allows us to leverage the logical reasoning ability of LLM

when dealing with ID data, facilitating their understanding and prediction within the language model. This enables

us to use the potential of LLM in handling ID-based information, which may not be achieved through collaborative

filtering alone. In total, we use the objective of LoRA as follows:

max

Θ

∑︁
𝑢∈𝑈

∑︁
(𝑆𝑢 ,𝑆𝑛𝑢 )

𝑛∑︁
1

log(𝑃Θ𝐿𝐿𝑀+Θ𝐿𝑜𝑅𝐴
(𝑆𝑠𝑢𝑏𝑢 |{𝑆𝑢 − 𝑆𝑠𝑢𝑏𝑢 )}), (4)

where Θ𝐿𝐿𝑀 is the original LLM parameters and Θ𝐿𝑜𝑅𝐴 is the LoRA parameters. The 𝑆𝑢 is the user interaction data,

and 𝑆𝑠𝑢𝑏𝑢 is a subset of user interaction data 𝑆𝑢 . {𝑆𝑢 − 𝑆𝑠𝑢𝑏𝑢 )} represents the data after removing subset 𝑆𝑠𝑢𝑏𝑢 from the

original data 𝑆𝑢 . For instance, given the 𝑆1 = {3005, 30012, 30014, 20020} and the 𝑆𝑠𝑢𝑏
1

= {30020},then {𝑆𝑢 − 𝑆𝑠𝑢𝑏𝑢 )} =
{3005, 30012, 30014}.

When deployed for inference, we can set 𝑆𝑢 as the full user interaction data and generate corresponding prompts by

the prompt template. The resulting output from fine-tuning LLM consists of potential items that a user might click. Due

to the inherent diversity and randomness of the output, we employ two filter strategies. The first strategy involves

ensuring that the output’s item IDs belong to the item set 𝑉 , thus confirming the validity of the item IDs, rather than

containing irrelevant or useless data. In practice, it has been observed that outputs containing minimal ID data, such as

just one item ID, often represent random guesses. Therefore, the second strategy is designed to identify outputs that

contain multiple item IDs, as these are more likely to be meaningful recommendations. By employing these strategies,

we are able to leverage the valid outputs for recommendation tasks, while disregarding the invalid ones.

4.5 Injecting the Fine-tuned LLM into the ID-based Recommendation Model

Let’s denote the set of interactions generated through the fine-tuned LLM as 𝑅𝐿𝐿𝑀 . Then, we combine the original

interaction data 𝑅 and the generated interaction data 𝑅𝐿𝐿𝑀 to create the augmented interaction data 𝑅𝑎𝑢𝑔 = {𝑅, 𝑅𝐿𝐿𝑀 }.
The augmented data 𝑅𝑎𝑢𝑔 relies on fine-tuned LLM to understand ID-based data and generate interaction data, which

means that the quality of the augmented data directly reflects the generalization performance of LLM on recommendation

tasks and its ability to understand ID-based data.

To measure the quality of the augmented data 𝑅𝑎𝑢𝑔 , we employ a straightforward approach. We input the augmented

data 𝑅𝑎𝑢𝑔 into an ID-based recommendation model without making any alterations to the recommendation model itself.

If the augmented data 𝑅𝑎𝑢𝑔 allows us to train a more accurate ID-based recommendation model, it demonstrates the

effectiveness of our data augmentation process. This suggests that finetuning LLM can understand the ID-based data

within the recommendation task and output results that align with the task’s requirements.

4.6 Model Discussion

4.6.1 Model Analysis. The primary concern of using LLM in specific domains is how to enable LLM to understand

specific domain knowledge and concepts [20, 33, 51, 58]. For instance, LLMs lack access to external knowledge sources,

thereby constraining their efficacy in applications within chemistry [3]. Similarly, when we employ LLM for ID-based

recommendation, a pertinent concern is how to make LLM understand the meaning of ID data in recommendation

scenarios, rather than interpreting them as mere individual numbers.

Our proposed LLM4Rec is designed to facilitate the organization of ID data, interaction data, and variables in a

manner that aligns with user preferences, with the ultimate aim of fine-turning LLM for an enhanced understanding of

ID data. Specifically, we are designing different structures for ID relationships in interaction data. For an item list 𝑅𝑢 of
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user 𝑢, we constrain that the expected output ID of LLM is also in the item list 𝑅𝑢 given any subset of the item list 𝑅𝑢 .

This structure models the correlation between IDs. In addition, it is emphasized in the prompt that it is specific to the

current user, ensuring that even if different users input the same subset of the item list into LLM, the ID output from

MLM will not be the same. This structure ensures that the correlation between IDs is personalized. Through the above

structures, we can ensure that the output ID of LLM is highly correlated with the current input interaction data and the

input user after fine-tuning. Therefore, it can be said that LLM can understand ID data in recommendation tasks.

4.6.2 Connections with Previous Works. Here, we discuss the correlation between our proposed model and previous

research works within the same domain.

While pre-trained language models preceding the emergence of LLMs have been employed in recommendation

systems and achieved performance improvements, there are several relations between our proposed approach and

previous works: 1) The fusion of pre-trained language models and recommendation models has previously demonstrated

the capacity of language models to effectively model user interaction behavior (ID data). Building upon this foundation,

we delve into the application of LLM to the task of modeling user interaction behavior (ID data). 2) The most critical

difference lies in the different abilities of the language models employed. In contrast to previous pre-trained models

like BERT, LLMs constitute a larger and more potent class of models, characterized by their heightened proficiency in

modeling sequences and comprehending human language. These stronger modeling and understanding capabilities

enable LLMs to capture users’ historical interaction data, resulting in better results.

Pure ID data has remained relatively underexplored in LLM-based recommendation systems, despite its fundamental

importance in modern recommendation models, such as graph collaborative filtering. In this study, we employ prompting

and fine-tuning techniques to effectively incorporate ID data—a departure from existing LLM-based recommendation

methodologies. Previous LLM-based recommendation approaches primarily focus on extracting features or modeling

user preferences from textual data. In contrast, our objective is to comprehensively understand ID data and generate

useful ID data through fine-tuning LLM. This source data distinguishes our work from prior LLM-based recommendation

research. Moreover, our model deviates from existing methods, where the integration of LLM occurs directly within the

recommendation model itself, or the recommendation results. Instead, we introduce prototypes as a data augmentation

mechanism and seamlessly integrate them with the recommendation inputs. This novel approach enhances the sparse

ID data and provides more data, thereby elevating the overall performance and effectiveness of our recommendation

system.

5 EXPERIMENTS

In this section, we conduct experiments to evaluate our proposed method to answer the following research questions:

Q1: Can our proposed LLM4IDRec improve the performance of existing ID-based recommendation models, such

as the collaborative filtering model and the sequential recommendation model? If only data augmentation by

LLM4IDRec is done, it can improve the performance of existing models (the collaborative filtering model and the

sequential recommendation model), which indicates the effectiveness of LLM4IDRec.

Q2: What is the composition of the data generated by our proposed LLM4IDRec? Does LLM4IDRec generate data

similar to the test/real data, or does LLM4IDRec generate data that matches user preferences but is different from

the test/real data? The latter situation better illustrates that LLM4IDRec provides more information to assist in

ID-based recommendation, providing a new solution for applying LLM to ID-based recommendation.
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Q3: Has the utilization of LLMs consistently shown advantageous for all users? For example, does LLM4IDRec only

improve the performance of a certain user group, or does LLM4IDRec improve the performance of all user

groups? Obviously, the latter situation better illustrates that our proposed LLM4IDRec has a more comprehensive

understanding of ID data and recommendation tasks.

Our proposed LLM4IDRec aims to augment ID data, and we validate it in two typical recommendation scenarios:

one with no sequential relationship between ID behavior data and the other with a sequential relationship. To verify

the generality and effectiveness of LLM4IDRec, we selected two datasets without sequence information and one

dataset with sequence information for the experiment. It’s essential to emphasize that our model is only used for data

augmentation and does not make any modifications to existing recommendation models. Therefore, our proposed

method is model-agnostic and can integrate with any ID-based recommendation model without requiring modifications

to the original model.

5.1 Experimental Settings

Datasets. In our study, we conducted experiments utilizing three publicly available datasets, namely Yelp, Amazon-

kindle, and Amazon-beauty. The characteristics of these datasets are outlined in Table 1. Yelp dataset has been sourced

from the 2018 edition of the Yelp challenge. Additionally, the Amazon-kindle and Amazon-beauty datasets have been

sourced from Amazon reviews, with a focus on selecting Kindle and beauty from the available collection. During

the data preprocessing phase, a common step involves the exclusion of users and items that possess fewer than 10

interaction records. There is no sequential relationship between the ID data in the Yelp and Amazon-kindle datasets.

Amazon-beauty is used for sequential recommendation, and there is a sequential relationship between the ID data. In

Amazon-beauty, we adopted a leave-one-out strategy, splitting the data by the last two interactions to create validation

and test sets.

Table 1. Statistics of the two datasets.

Datasets Users Items Interaction Density

Yelp 31,668 38,048 1,561,406 0.130%

Amazon-kindle 138,333 98,572 1,909,965 0.014%

Amazon-beauty 22,363 12,092 198,502 0.07%

Evaluation Metrics. In our study, our emphasis is on recommending personalized item lists for individual users.

To evaluate the efficacy of our recommendation system, we employ two widely ranking metrics, namely, Recall@K

and NDCG@K. For each user in the test data, we treat all items with which the user has not interacted as negative

items. Then, each recommendation method outputs preference scores for all items, excluding those already identified as

positive items in the training data.

Baselines. To show the effectiveness of our proposed LLM4IDRec, we conducted a series of experiments to compare

our method with some representative baselines.

• BPR [54]: In collaborative filtering, BPR stands as a representative baseline model. This approach leverages

matrix factorization techniques to construct user embeddings and item embeddings while optimizing through

pairwise loss functions. The simplicity of the BPR framework offers an intuitive metric for reflecting dataset

quality. For example, when compared to modeling user preferences on sparse/low-quality data, BPR models user

preferences more accurately and performs better on denser/high-quality datasets.
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• SimGCL [76]: It employs a graph neural network architecture and utilizes contrastive learning to model user-

item interactions. This approach proposes a straightforward contrastive learning method that eliminates graph

augmentations and, instead, introduces uniform noise into the embedding space to generate contrastive views.

• NCL [41]: It explicitly incorporates potential neighbors into contrastive pairs. It achieves this by introducing the

neighbors of a user or an item from both the graph structure and the semantic space. The NCL model effectively

captures the neighboring relations among users or items and maximizes the benefits of contrastive learning for

the recommendation.

• XSimGCL [75]: XSimGCL extends SimGCL, enhancing its noise-based augmentation approach and streamlining

the computation process by unifying the recommendation and contrastive tasks through a shared single pass.

XSimGCL outperforms its predecessor, SimGCL, in both effectiveness and efficiency.

• SASRec [31]: It is a self-attention-based sequential model that combines the benefits of capturing long-term

semantics while making predictions based on relatively few actions. Then SASRec can discern the items deemed

’relevant’ within a user’s action history and utilize this information to predict the subsequent item.

• BERT4Rec [59]: It is a sequential recommendation model that incorporates a bidirectional self-attention network

to capture user behavior sequences through the Cloze task. In the context of sequential recommendation, the

Cloze objective entails predicting randomly masked items within the sequence while taking into account both

the preceding and following context.

• CL4SRec [70]: It combines the traditional sequential recommendation task with contrastive learning to model

self-supervision signals from the user interaction sequences. This approach allows for the extraction of more

meaningful user patterns and enhances the effectiveness of encoding user representations.

• P5 [19]: It is an unified paradigmwhich integrates various recommendation related tasks into a shared conditional

language generation framework.

• CID+IID [29]: It is an item indexing method for LLM-based recommendation. We implement the indexing

method (CID+IID) under P5, same as the setting in [29].

Please note that the above baselines are categorized into two groups: one is for modeling Yelp and Kindle datasets

without sequence information, including BPR, SimGCL, NCL, XSimGCL and P5. The other group focuses on modeling

the Amazon-beauty dataset with sequence information, including SASRec, BERT4Rec, CL4SRec, P5 and CID+IID.

Our proposed LLM4IDRec is model-agnostic and can be applied to ID-based recommendation models. For the sake

of convenience, we use "?+LLM4IDRec" to represent different base ID-based recommendation models of our proposed

LLM4IDRec. For example, BPR+LLM4IDRec means that we first use LLM4IDRec for data augmentation and then input

the augmented data into the BPR model to obtain the final recommendation result.

Implementation Details. In our proposed LLM4IDRec, we chose the open-source Large Language Model LLama2-

7B and used it for fine-tuning. To maintain consistency in the sequence length of the generated training data, we

set the maximum length to 2048, and sequences exceeding this length will be truncated. To implement the ID-based

recommendation model, we use open-source code without any modifications or customization. The total number of

training tokens used amounts to approximately one billion for Yelp, five billion for Amazon-kindle, and nine hundred

million for Amazon-beauty, respectively. Our fine-tuning process involved a maximum of 400 steps with a learning rate

of 1e-3. ID data is represented in prompts using the LLama-7B tokenizer, which employs a token-based representation

for IDs. In the inference process of LLM4IDRec, we utilized top-p sampling with a set value of top_p=0.9. Our approach

do not involve dividing LLM into separate user groups for individual fine-tuning. Instead, we adopt a unified approach
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Table 2. Performance comparisons on Yelp data. LLM4IDRec augments the Yelp dataset by an additional 0.88% data through data
augmentation. Taking the BPR model as an example, we obtain the results for BPR by training it on the original data 𝑅. On the other
hand, BPR+LLM4IDRec is trained using a dataset 𝑅𝑎𝑢𝑔 that incorporates a 0.88% augmentation.

Model Recall@10 NDCG@10 Recall@20 NDCG@20 Recall@50 NDCG@50

BPR 0.02778 0.03106 0.04914 0.03946 0.09772 0.05788

BPR+LLM4IDRec 0.02879 0.03215 0.05111 0.04064 0.10113 0.05927

Improv. 3.64% 3.51% 4.01% 2.99% 3.49% 2.40%

SimGCL 0.04218 0.04839 0.07137 0.05892 0.13569 0.08261

SimGCL+LLM4IDRec 0.04393 0.05019 0.07371 0.06089 0.13991 0.08533

Improv. 4.15% 3.72% 3.28% 3.34% 3.11% 3.29%

NCL 0.03946 0.04516 0.06693 0.05513 0.12726 0.0782

NCL+LLM4IDRec 0.04098 0.04694 0.06921 0.06921 0.13112 0.08014

Improv. 3.85% 3.94% 3.41% 2.55% 3.03% 2.48%

XSimGCL 0.04249 0.04859 0.07234 0.05943 0.13864 0.08389

XSimGCL+LLM4IDRec 0.04411 0.05036 0.07394 0.06104 0.14075 0.08581

Improv. 3.81% 3.64% 2.21% 2.71% 1.52% 2.29%

P5 0.04286 0.04951 0.07307 0.06050 0.13974 0.08558

P5+LLM4IDRec 0.04428 0.05110 0.07556 0.06220 0.14395 0.08804

Improv. 3.32% 3.21% 3.41% 2.81% 3.01% 2.88%

where fine-tuning and data generation were carried out without distinguishing between user groups. This unified

fine-tuning process allowed us to evaluate the framework’s effectiveness across varying levels of interaction sparsity

without bias towards specific user groups. To ensure a fair performance comparison, we uniformly set the embedding

length of all ID-based recommendation models to 64. To obtain a more stable performance evaluation, we ran different

random seeds on all methods five times and finally reported the average of the results of these five runs.

5.2 Performance Comparison (Q1)

Table 2, 4 and 3 present the overall performance comparisons. According to the results, we have the following observa-

tions:

• LLM4IDRec can generally improve performance across allmetrics and baselines.Our proposed LLM4IDRec

improves the performance of all ID-based recommendation models by leveraging the power of LLM to augment

input data. To illustrate this, let’s consider the BPR model as an example. When considering the BPR model, its in-

put is represented as 𝑅, while the input of the BPR+LLM4IDRec model is represented as 𝑅𝑎𝑢𝑔 . The only difference

between BPR and BPR+LLM4IDRec lies in the input data. Compared with the BPR model, the BPR+LLM4IDRec

model achieved better performance with an average performance improvement of 3%. LLM4IDRec also achieved

better performance on all baselines. These observations indicate that LLM is capable of generating and satisfying

data for recommendation tasks, thereby having a positive impact on overall recommendation results. It is essential

for LLM to possess an understanding of ID-based data and recommendation tasks to generate data that aligns

with the recommendation task’s goals and effectively improves recommendation performance. Otherwise, either
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Table 3. Performance comparisons on Amazon-kindle data. LLM4IDRec augments the Amazon-kindle dataset by an additional 0.48%
data through data augmentation. Taking the BPR model as an example, we obtain the results for BPR by training it on the original
data 𝑅. On the other hand, BPR+LLM4IDRec is trained using a dataset 𝑅𝑎𝑢𝑔 that incorporates a 0.48% augmentation.

Model Recall@10 NDCG@10 Recall@20 NDCG@20 Recall@50 NDCG@50

BPR 0.12292 0.09161 0.16725 0.10502 0.24249 0.12452

BPR+LLM4IDRec 0.13138 0.09786 0.17447 0.11098 0.24404 0.12912

Improv. 6.88% 6.82% 4.32% 5.68% 0.64% 3.69%

SimGCL 0.13876 0.10146 0.19028 0.11691 0.26872 0.13728

SimGCL+LLM4IDRec 0.14511 0.10813 0.19652 0.12344 0.27350 0.14350

Improv. 4.58% 6.57% 3.28% 5.59% 1.78% 4.53%

NCL 0.13676 0.09876 0.18582 0.11364 0.26234 0.13368

NCL+LLM4IDRec 0.14079 0.10299 0.19014 0.11803 0.26658 0.13801

Improv. 2.95% 4.28% 2.32% 3.86% 1.62% 3.24%

XSimGCL 0.14392 0.10612 0.19514 0.12143 0.27379 0.14185

XSimGCL+LLM4IDRec 0.14976 0.11235 0.20147 0.12776 0.27956 0.14810

Improv. 4.06% 5.87% 3.24% 5.21% 2.11% 4.41%

P5 0.14536 0.12361 0.19809 0.14244 0.27554 0.16123

P5+LLM4IDRec 0.15212 0.13111 0.20488 0.15016 0.27849 0.16673

Improv. 4.65% 6.07% 3.43% 5.42% 1.07% 3.41%

LLM cannot generate data that is consistent with the recommendation task, or LLM can generate data that meets

the requirements of the task but fails to improve recommendation performance. In light of the above findings,

we can answer the two questions raised in the introduction section. We designed the LLM4IDRec model and

verified through experiments that LLM can generate data that meets the requirements of recommendation tasks

and demonstrates its potential to enhance ID-based recommendation models.

• LLM4IDRec achieves significant improvement in the sequential recommendation. The Yelp and Amazon-

kindle datasets are general ID-based recommendation data without sequential interaction behavior relationships.

In contrast, the Amazon-beauty dataset is ID-based sequential data with clear sequential interaction patterns.

As shown in Tables 2 and 4, our proposed LLM4IDRec consistently improves performance across the Yelp and

Beauty datasets, achieving an average improvement of approximately 3% over all baselines. Notably, on the

Amazon-beauty dataset, LLM4IDRec demonstrates significant performance gains averaging around 9% across all

baselines. Our proposed LLM4IDRec model achieves the most significant enhancement on the Amazon-beauty

dataset. This is primarily attributed to the inherent strengths of the LLM itself as a model designed for processing

language sequences. With its pre-training on a vast corpus of language data, LLM exhibits a superior capacity

for understanding and modeling sequential data. Consequently, our proposed LLM-based approach, LLM4IDRec,

performs better in the sequential recommendation.

• Comparing the NDCG and Recall metrics to show the LLM4IDRec’s ability.Table 4 and 3 show that the

average improvement of our proposed LLM4IDRec on the NDCG metric is higher than the average improvement

on the Recall metric. For example, LLM4IDRec on the Amazon-beauty dataset shows an average improvement of
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Table 4. Performance comparisons on Amazon-beauty data. LLM4IDRec augments the Amazon-beauty dataset by an additional
12.70% data through data augmentation. Taking the BPR model as an example, we obtain the results for BPR by training it on the
original data 𝑅. On the other hand, BPR+LLM4IDRec is trained using a dataset 𝑅𝑎𝑢𝑔 that incorporates a 12.70% augmentation.

Model Recall@10 NDCG@10 Recall@20 NDCG@20 Recall@50 NDCG@50

SASRec 0.04991 0.03284 0.06771 0.03834 0.10637 0.04926

SASRec+LLM4IDRec 0.05446 0.03798 0.07271 0.04257 0.11439 0.0508

Improv. 9.12% 15.65% 7.38% 11.03% 7.54% 3.13%

BERT4Rec 0.0351 0.01461 0.06055 0.02099 0.10897 0.03055

BERT4Rec+LLM4IDRec 0.03839 0.01705 0.06544 0.02385 0.12008 0.03464

Improv. 9.37% 16.70% 8.08% 13.63% 10.19% 13.39%

CL4SRec 0.05224 0.03222 0.07268 0.03756 0.11326 0.04524

CL4SRec+LLM4IDRec 0.05455 0.03736 0.07642 0.04283 0.1236 0.05214

Improv. 4.42% 15.95% 5.15% 14.03% 9.13% 15.25%

P5 0.05011 0.03324 0.06861 0.03944 0.11042 0.05031

P5+LLM4IDRec 0.05417 0.03734 0.07359 0.03984 0.12073 0.05613

Improv. 8.11% 12.35% 7.26% 10.17% 9.34% 11.56%

CID+IID 0.05010 0.03295 0.06881 0.03966 0.10976 0.04988

CID+IID+LLM4IDRec 0.05334 0.03645 0.07251 0.04355 0.11771 0.05549

Improv. 6.47% 10.62% 5.38% 9.81% 7.24% 11.25%

13% on the NDCG metric and 7.8% on the Recall metric. These results indicate that LLM4IDRec not only increases

the recall of relevant items but also elevates their ranking, resulting in more accurate rankings and, consequently,

a higher NDCG improvement. Achieving more accurate ranking results hinges on precise modeling of user

preferences. Remarkably, we incorporated only a minimal amount of generated data via LLM4IDRec, building

upon the original dataset and thereby enhancing the baseline’s ability to capture user preferences accurately.

This situation confirms that the limited data generated by LLM4IDRec aligns with user preferences and aids in

refining user preference modeling, thus validating the rationality and effectiveness of our proposed LLM4IDRec.

• Comparing different top K values on Recall@K and NDCG@Kmetrics. From Tables 2 and 3, it can be

observed that the performance of our proposed LLM4IDRec mostly shows a smaller improvement as the K value

increases. That is to say, LLM4IDRec achieves the highest performance improvement on the NDCG@10 and

Recall@10. For example, in Tables 2, LLM4IDRec shows an average improvement of 3.70% on the NDCG@10, an

average improvement of 2.89% on the NDCG@20, and an average improvement of 2.61% on the NDCG@50. The

results indicate that LLM4IDRec is more accurate in ranking the top items. In addition, LLM4IDRec still achieves

stable improvement on all K values. These experiments highlight that our method enhances all baseline accuracy

even with limited data, resulting in an effective and stable improvement in recommendation performance.

• Discussion of some outlier results. In Table 2, when examining the Recall@50 for XSimGCL+LLM4IDRec,

we observe that the increase is smaller compared to improvements seen in other metrics. A similar pattern

emerges in Table 4, where SASRec+LLM4IDRec shows a smaller improvement on NDCG@50 compared to

other metrics. This trend also appears in Table 3, where, for BPR+LLM4IDRec, the increase on Recall@50 is less
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Fig. 4. Analysis of augmented data 𝑅𝑎𝑢𝑔 composition on Yelp data. Augmented data 𝑅𝑎𝑢𝑔 consists of the original data 𝑅 and the
generated data 𝑅𝐿𝐿𝑀 by LLM4IDRec. The generated data 𝑅𝐿𝐿𝑀 only accounts for 0.88% of the total data 𝑅𝑎𝑢𝑔 . Only 23.06% of the
generated data 𝑅𝐿𝐿𝑀 coincides with the test data on Yelp data.

Fig. 5. Analysis of augmented data 𝑅𝑎𝑢𝑔 composition on Amazon-kindle data. Augmented data 𝑅𝑎𝑢𝑔 consists of the original data 𝑅
and the generated data 𝑅𝐿𝐿𝑀 by LLM4IDRec. The generated data 𝑅𝐿𝐿𝑀 only accounts for 0.48% of the total data 𝑅𝑎𝑢𝑔 . Only 22.93%
of the generated data 𝑅𝐿𝐿𝑀 coincides with the test data on Amazon-kindle data.

than the improvement in other metrics. One potential explanation for these outlier results lies in the inherent

instability and randomness associated with LLM. The outcomes generated by LLM exhibit randomness, which

can introduce noise into the final results. Despite our efforts to design filtering strategies, it remains challenging

to completely eliminate noise from the generated data 𝑅𝐿𝐿𝑀 . Moreover, the length |𝑅𝐿𝐿𝑀 | that has been added to

the augmented data 𝑅𝑎𝑢𝑔 = 𝑅 + 𝑅𝐿𝐿𝑀 is relatively small, resulting in a correspondingly limited amount of noise.

The impact of this minimal noise on the results primarily becomes noticeable when K=50. Nevertheless, it’s

worth noting that these outliers are infrequent, and overall, LLM4IDRec achieves superior performance across

all metrics.
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Fig. 6. Analysis of augmented data 𝑅𝑎𝑢𝑔 composition on Amazon-beauty data. Augmented data 𝑅𝑎𝑢𝑔 consists of the original data 𝑅
and the generated data 𝑅𝐿𝐿𝑀 by LLM4IDRec. The generated data 𝑅𝐿𝐿𝑀 accounts for 12.70% of the total data 𝑅𝑎𝑢𝑔 . There is no
overlap between the generated data and the test data on Amazon-beauty data.

5.3 Analysis of Augmented Data 𝑅𝑎𝑢𝑔 Composition (Q2)

Our proposed LLM4IDRec generates additional data 𝑅𝐿𝐿𝑀 to augment the original dataset 𝑅. These additional data 𝑅𝐿𝐿𝑀

are generated by finetuning the LLM based on user interaction behavior and the description of recommendation tasks.

We not only compare the overall recommendation performance to evaluate the effectiveness of generated data and

the performance of LLM4IDRec, but we also need to do an in-depth analysis of the generated data, as this is crucial

for evaluating the performance of LLM4IDRec. In this section, we investigate in detail the data generated on different

datasets to further understand their composition.

• From Figures 4 and 5, it can be observed that the proportion of generated data 𝑅𝐿𝐿𝑀 to augmented data 𝑅𝑎𝑢𝑔

is 0.88% on the Yelp dataset and 0.48% on the Amazon-kindle dataset, respectively. The purpose of generated

data is to improve recommendation performance. By combining the results from Table 2 and Table 3, it can be

illustrated that there is a significant performance improvement when the data volume is added by less than 1%.

This phenomenon shows that the data generated by our model on the Yelp and Amazon-kindle datasets is closely

related to actual user preferences and the recommendation task, ensuring that the generated data is valuable for

modeling user preferences and improving performance.

• The generated data in Figures 4 and 5 only have approximately 20% overlap with the test data, while 80% of the

generated data is independent of the test data. This phenomenon can be analyzed and explained in depth from

two perspectives. Firstly, considering the low overlap between the generated data and the test data, there is still

20% of the data that matches. This indicates that LLM4IDRec can learn some patterns and features from the

user’s historical data (training data 𝑅), thereby generating content consistent with the test data. This further

confirms that LLM4IDRec has a certain ability to understand user historical behavior and can generate relevant

data according to the requirements of recommendation tasks. This can be seen as evidence that LLM4IDRec

accurately infers user interests to a certain extent. Secondly, although most of the generated data is unrelated to

the test data, it is still important. These generated data are used to synthesize augmented data 𝑅𝑎𝑢𝑔 , significantly

improving recommendation performance on datasets such as Yelp and Amazon-kindle datasets. This indicates
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that although the generated data have a low correlation with the test data, they are still related to the user’s

interests and historical behavior, thus helping to improve the accuracy of recommendation results. This also

shows the rationality of generating data, as they reflect, to some extent, the interests and behavioral patterns of

users. Overall, by analyzing the composition of the generated data 𝑅𝐿𝐿𝑀 , we can conclude that the LLM4IDRec

model can understand ID-based data and infer recommendation results that match the user’s current behavior.

Although the overlap between generated data and test data is low, they still have value and can be used to

improve recommendation performance, reflecting the model’s understanding of user interests. This further

confirms the effectiveness and potential of the model.

• From Figure 6, it can be seen that the generated data 𝑅𝐿𝐿𝑀 only accounts for 12.7% of the augmented data 𝑅𝑎𝑢𝑔 .

Although the amount of data generated for the Amazon-beauty dataset is significantly larger than that for the

Yelp and Amazon-kindle datasets, the amount of generated data 𝑅𝐿𝐿𝑀 is relatively small. Here, we will further

analyze why more data needs to be generated for the beauty Amazon-dataset and provide more reasons. Firstly,

the Amazon-beauty dataset is for the sequential recommendation task that predicts the next item. In sequential

recommendation, the diversity of user interests is usually high. This means that users may be interested in various

types of items, and these interests may change over time. Therefore, in order to better model user interests, we

need more data to cover different situations and user behavior patterns. Generating more data can help us gain

a more comprehensive understanding of user interests and behaviors, thereby improving the performance of

recommendation systems. Secondly, the Amazon-beauty dataset is smaller than the Yelp and Amazon-kindle

datasets, making it more difficult to model user interests. Generating more data can provide more information,

making it easier for the model to capture potential user interests and item correlations. In the case of limited

data, the model is prone to overfitting the training data, resulting in a decrease in performance on new data. By

increasing the amount of data, over-fitting problems can be alleviated, making the model more generalizable

and better adaptable to unseen users and products. In summary, generating more data is crucial for improving

recommendation performance on low-volume Amazon-beauty datasets. It can better capture the diversity of

user interests, improve model performance, alleviate overfitting problems, and provide users with more accurate

and personalized recommendation services. Moreover, Table 4 shows the results on Amazon-beauty dataset,

it can be seen that adding more data has a more significant improvement in recommendation performance

compared to the Yelp and Amazon-kindle datasets. This also reflects the rationality of generating more data for

the Amazon-beauty dataset.

• In Figure 6, the phenomenon of no overlap between the generated data and the test data can be attributed to

multiple reasons. Firstly, this is because the Amazon-beauty dataset is for the sequential recommendation, while

the test dataset only contains the next item in the user behavior sequence, so the test data only contains a very

limited amount of information. The test dataset on Amazon-beauty is relatively small, and the generated data

may contain other items that users may like, which can make it more difficult to overlap between the generated

data and the test data. However, although there is no overlap between the generated data and the test data, it

can be seen from the results in Table 4 that the generated data still significantly improves recommendation

performance. This indicates that the generated data is effective in improving the performance of recommendation

systems. This may be because the generated data can capture more user behavior patterns and preferences,

providing more information for the ID-based recommendation model. In addition, the generated data can also be

used to expand the size of the training dataset, improve the model’s generalization ability, and further enhance

recommendation performance. In summary, although there is no overlap between the generated data and the
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test data, this does not affect the improvement of recommendation performance by the generated data. The

rationality of generating data can be verified through its positive impact on model performance, which provides

strong support for using LLM to improve ID-based recommendation models.

(c) Performance of BERT4Rec+LLM4IDRec on Amazon-beauty (d) Performance of CL4Rec+LLM4IDRec on Amazon-beauty

% % % % % % % % % % % %

The proportion of generated to augmented data The proportion of generated to augmented data 
(a) Performance of  BPR+LLM4IDRec on Amazon-kindle (b) Performance of SimGCL+LLM4IDRec on Amazon-kindle 

% % % % %

The proportion of generated to augmented data The proportion of generated to augmented data 
% % % % %

Fig. 7. The performance of LLM4IDRec across the different sizes of generated training data. The results reported in the previous
version are framed by gray dashed lines.

Influence of Augmented Data 𝑅𝑎𝑢𝑔 Size We conduct comparisons across different sizes of generated training

data to provide more insights, as shown in Figure 7. For simplicity, we select several models (BPR+LLM4IDRec,

SimGCL+LLM4IDRec, BERT4Rec+LLM4IDRec, CL4Rec+LLM4IDRec) to present their results. It’s worth noting that

other models (such as NCL+LLM4IDRec, XSimGCL+LLM4IDRec, SASRec+LLM4IDRec) exhibit a similar trend in results.

From the results in Fig. 7, it can be seen that the amount of generated data we have presented in the previous version

almost achieves optimal performance. This is because our model currently does not constrain the amount of generated

data. If the amount of generated data is forcibly increased or decreased, the naturally generated noise data will increase,

leading to performance degradation. This observation has inspired us to enhance the proposed LLM4IDRec to generate

more effective data.

5.4 Comparing User Groups of Different Sparsity Levels (Q3)

The data sparsity issue has always been a significant concern in recommendation systems. In practical applications,

most users tend to interact with only a few items, while a large portion of items receive minimal user engagement.

Consequently, this results in sparse user-item interaction data 𝑅, making it challenging to model user preferences

accurately. Our proposed solution, LLM4IDRec, can address the sparsity issue through the utilization of LLM-based

data augmentation.

To provide a clearer explanation, we categorize user groups based on their sparsity levels. This categorization allows

us to gain the performance of different user groups. Sparsity levels are determined by the number of interactions per

user. Based on these sparsity levels, we divided the users in the training set into four groups, each containing an equal

number of users. Using the Yelp dataset as an example, these user groups exhibited interaction frequencies of less

than 20, 27, 45, and more than 45, respectively. It’s worth noting that while we have chosen to present the results of

LLM4IDRec using the Yelp dataset to reinforce our points, we achieved similar outcomes with other datasets as well.

Due to similar trends, we omit the details related to those datasets.

In Figures 8, 9, and 10, we show the results for different user groups across various K values (K=10, 20, 50). These

results reveal several critical observations:
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Fig. 8. Performance comparison across user groups on Yelp Dataset.

• Performance improvement across all user groups: Regardless of the user group’s sparsity level, all of them

demonstrated improved performance. This underscores the fact that the augmented data 𝑅𝑎𝑢𝑔 obtained through

LLM4IDRec effectively mitigates the sparsity issue. This result emphasizes the universality of LLM4IDRec, which

can generate recommended items that match the preferences of various types of users, thus illustrating the

rationality and feasibility of LLM4IDRec.

• Consistency across different backbone models: We noticed consistent trends across different backbone

models, such as BPR and XSimGCL. This indicates that the augmented data 𝑅𝑎𝑢𝑔 obtained through LLM4IDRec

has a similar positive impact on various ID-based recommendation models. Regardless of the specific ID-based

model used, LLM4IDRec assists in more accurately modeling user preferences. This further supports the notion

that the data generated by LLM4IDRec holds meaningful value for users, as it results in recommendations that

align with their preferences.

In summary, these experiments provide robust results supporting the feasibility and effectiveness of employing LLM

to alleviate sparsity issues in ID-based recommendation models.

Manuscript submitted to ACM



Enhancing ID-based Recommendation with Large Language Models 23

R
ec

al
l@

20

N
D

C
G

@
20

R
ec

al
l@

20

N
D

C
G

@
20

User Group User Group
(a) Performance of XSimGCL and XSimGCL+LLM4IDRec 
on the metrics Recall@20

(b) Performance of XSimGCL and XSimGCL+LLM4IDRec 
on the metrics Recall@20

(c) Performance of BPR and BPR+LLM4IDRec on the 
metrics Recall@20

(d) Performance of BPR and BPR+LLM4IDRec on the 
metrics Recall@20

User Group User Group

Fig. 9. Performance comparison across user groups on Yelp Dataset.

5.5 Replacing LLMs with existing ID-based recommendation models

To better illustrate the effectiveness of our proposed LLM4IDRec in augmented data, we also compared it with simple

merging strategies involving existing ID-based recommendation models like SASRec and BPR. The "?+SASRec"
represents utilizing SASRec as data augmentation, integrating different ID-based recommendation models. Taking the

BERT4Rec+SASRec model as an example, we use SASRec to augment the interaction data, then train BERT4Rec on the

augmented data and generate recommended items. Please note that this process is the same as BERT4Rec+LLM4IDRec.

In Table 5, 6 and 7, the experimental results demonstrated that when used for data augmentation, LLM4IDRec

outperformed SASRec and BPR, resulting in a better performance improvement. Conversely, using SASRec or BPR

for data augmentation led to a decrease in recommendation performance. This discrepancy can be attributed to the

different approaches employed by SASRec/BPR and LLM4IDRec in handling feature space expansion. Large language

models like LLM4IDRec can effectively explore a broad feature space during data augmentation, enabling the ID-based

model to better learn user preferences from enhanced data. In contrast, SASRec’s or BPR’s data augmentation method,

constrained by a smaller model, may overly memorize specific patterns in the training data, resulting in reduced

generalization ability on the test set and a decline in performance for the ID-based model after incorporating this data.
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Fig. 10. Performance comparison across user groups on Yelp Dataset.

When ID-based recommenders are used in augmentation, they tend to emphasize similar patterns and data points,

which could reinforce existing biases in the recommendation process. This can lead to the amplification of incorrect

recommendations, as the model continues to rely on the same data patterns. For example, if an ID-based recommender

mistakenly suggests an item that a user dislikes, and this item becomes part of the augmented dataset, the likelihood

of recommending the similar incorrect item increases through similar ID-based models, ultimately degrading overall

performance. On the other hand, LLM4IDRec, with its advanced reasoning and modeling capabilities, introduces a

more diverse set of patterns and relationships that ID-based models might miss. Specifically, when comparing the

overlap between the data generated by LLM4IDRec and that produced by ID-based models, we find that the overlap is

less than 1% in both cases. Under the same data generation conditions, the overlap rate between the BPR model and

LLM4IDRec on the Yelp dataset is only 0.99%. Similarly, on the Amazon-Beauty dataset, the overlap rate between the

SASRec model and LLM4IDRec is just 0.01%. These results strongly indicate that LLM4IDRec is capable of uncovering

new data patterns and previously unseen interactive relationships that have not been captured by ID-based models.

By identifying and utilizing these previously untapped connections, LLM4IDRec provides a broader, more balanced

perspective, introducing a new dimension of insights to the recommendations. This ability to capture novel patterns

ultimately enhances performance when combined with traditional ID-based models.
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Table 5. Performance comparisons on Amazon-beauty data. The "?+SASRec" represents utilizing SASRec as data augmentation,
integrating different ID-based recommendation models. Taking the BERT4Rec+SASRec model as an example, we use SASRec to
augment the interaction data, then train BERT4Rec on the augmented data and generate recommended items. Please note that this
process is the same as BERT4Rec+LLM4IDRec.

Model Recall@10 NDCG@10 Recall@20 NDCG@20 Recall@50 NDCG@50

SASRec 0.04991 0.03284 0.06771 0.03834 0.10637 0.04926

SASRec+SASRec 0.02978 0.01189 0.05572 0.01844 0.10723 0.02859

SASRec+LLM4IDRec 0.05446 0.03798 0.07271 0.04257 0.11439 0.0508

BERT4Rec 0.0351 0.01461 0.06055 0.02099 0.10897 0.03055

BERT4Rec+SRSRec 0.02603 0.0114 0.047 0.01668 0.09113 0.0254

BERT4Rec+LLM4IDRec 0.03839 0.01705 0.06544 0.02385 0.12008 0.03464

CL4SRec 0.05224 0.03222 0.07268 0.03756 0.11326 0.04524

CL4SRec+SASRec 0.02938 0.01149 0.05442 0.01777 0.10401 0.02753

CL4SRec+LLM4IDRec 0.05455 0.03736 0.07642 0.04283 0.1236 0.05214

Table 6. Performance comparisons on Yelp data. The "?+BPR" represents utilizing BPR as data augmentation, integrating different ID-
based recommendation models. Taking the SimGCL+BPRmodel as an example, we use BPR to augment the interaction data, then train
SimGCL on the augmented data and generate recommended items. Please note that this process is the same as SimGCL+LLM4IDRec.

Model Recall@10 NDCG@10 Recall@20 NDCG@20 Recall@50 NDCG@50

BPR 0.02778 0.03106 0.04914 0.03946 0.09772 0.05788

BPR+BPR 0.02709 0.03036 0.04850 0.03985 0.09636 0.05647

BPR+LLM4IDRec 0.02879 0.03215 0.05111 0.04064 0.10113 0.05927

SimGCL 0.04218 0.04839 0.07137 0.05892 0.13569 0.08261

SimGCL+BPR 0.04047 0.04884 0.06724 0.05827 0.12872 0.08109

SimGCL+LLM4IDRec 0.04393 0.05019 0.07371 0.06089 0.13991 0.08533

NCL 0.03946 0.04516 0.06693 0.05513 0.12726 0.07820

NCL+BPR 0.03846 0.0456 0.06384 0.05467 0.12298 0.07667

NCL+LLM4IDRec 0.04098 0.04694 0.06921 0.06921 0.13112 0.08014

XSimGCL 0.04249 0.04859 0.07234 0.05943 0.13864 0.08389

XSimGCL+BPR 0.04068 0.04902 0.06742 0.05842 0.1298 0.08155

XSimGCL+LLM4IDRec 0.04411 0.05036 0.07394 0.06104 0.14075 0.08581

We explored how varying ratios of synthetic data could offer more nuanced insights into the impact of ID-based model

augmentation on recommendation performance. To achieve this, we conduct additional experiments using SASRec

to generate different proportions of synthetic data on the Amazon-Beauty dataset. The results, shown in Figure 11,

indicate that performance remains stable or even improves slightly when a small amount of synthetic data (e.g., 1%) is

introduced. However, once the proportion exceeds a small threshold (starting from 3%), the model’s performance declines

significantly. These experiments confirm that while a small amount of synthetic data can be beneficial, increasing the

proportion leads to rapid performance deterioration. This suggests that while data augmentation with SASRec may
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Table 7. Performance comparisons on Amazon-kindle data. The "?+BPR" represents utilizing BPR as data augmentation, integrating
different ID-based recommendation models. Taking the SimGCL+BPR model as an example, we use BPR to augment the interaction
data, then train SimGCL on the augmented data and generate recommended items. Please note that this process is the same as
SimGCL+LLM4IDRec.

Model Recall@10 NDCG@10 Recall@20 NDCG@20 Recall@50 NDCG@50

BPR 0.12292 0.09161 0.16725 0.10502 0.24249 0.12452

BPR+BPR 0.11305 0.08362 0.1538 0.09586 0.22189 0.11351

BPR+LLM4IDRec 0.13138 0.09786 0.17447 0.11098 0.24404 0.12912

SimGCL 0.13876 0.10146 0.19028 0.11691 0.26872 0.13728

SimGCL+BPR 0.13461 0.09738 0.18583 0.11274 0.26357 0.13304

SimGCL+LLM4IDRec 0.14511 0.10813 0.19652 0.12344 0.27350 0.14350

NCL 0.13676 0.09876 0.18582 0.11364 0.26234 0.13368

NCL+BPR 0.13845 0.10023 0.187 0.11503 0.26331 0.13497

NCL+LLM4IDRec 0.14079 0.10299 0.19014 0.11803 0.26658 0.13801

XSimGCL 0.14392 0.10612 0.19514 0.12143 0.27379 0.14185

XSimGCL+BPR 0.13836 0.10110 0.18946 0.11640 0.26834 0.13690

XSimGCL+LLM4IDRec 0.14976 0.11235 0.20147 0.12776 0.27956 0.14810

offer short-term gains, it falls short of the performance achieved by LLM4IDRec. Nonetheless, these results highlight

that the proportion of synthetic data is a key factor in influencing recommendation performance.

(b) Performance of  BERT4Rec+SASRec on Amazon-beauty (c) Performance of CL4SRec+SASRec on Amazon-beauty 
The proportion of generated to augmented data  

(b) Performance of SASRec+SASRec on Amazon-beauty 

% % % % %
The proportion of generated to augmented data  

% % % % % %% % % % % %%

Fig. 11. The performance of SASRec as augmentation method across the different sizes of generated training data. The results
reported in the previous version are framed by gray dashed lines.

6 CONCLUSION

In this paper, we have introduced an innovative approach called LLM4IDRec that leverages LLM in recommendation

systems, particularly in scenarios where only ID data is available. Our objective was to explore the potential of LLMs in

ID-based recommendations, diverging from the reliance on textual data that has been the focus of previous studies. The

key idea behind LLM4IDRec was to employ LLMs to augment ID data and assess whether this augmentation could
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enhance recommendation performance. Our experimental results, conducted on three widely-used datasets, demonstrate

the effectiveness of the LLM4IDRec approach. We consistently observed a notable improvement in recommendation

performance compared to existing methods, highlighting the potential of LLMs in ID-based recommendations solely

through data augmentation. In future work, we plan to combine LLM4IDRec with traditional ID-based models to

generate more effective data, as the overlap between data generated by LLM4IDRec and that produced by conventional

models is less than 1% across all datasets, allowing for mutual reinforcement.
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