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ABSTRACT
Session-based recommendation (SBR) aims to recommend items
based on user behaviors in a session. For the online life service
platforms, such as Meituan, both the user’s location and the cur-
rent time primarily cause the different patterns and intents in user
behaviors. Hence, spatiotemporal context plays a significant role
in the recommendation on those platforms, which motivates an
important problem of spatiotemporal-aware session-based recom-
mendation (STSBR). Since the spatiotemporal context is introduced,
there are two critical challenges: 1) how to capture session-level
relations of spatiotemporal context (inter-session view), and 2) how
to model the complex user decision-making process at a specific
location and time (intra-session view). To address them, we propose
a novel solution named STAGE in this paper. Specifically, STAGE
first constructs a global information graph to model the multi-level
relations among all sessions, and a session decision graph to cap-
ture the complex user decision process for each session. STAGE
then performs inter-session and intra-session embedding propaga-
tion on the constructed graphs with the proposed graph attentive
convolution (GAC) to learn representations from the above two per-
spectives. Finally, the learned representations are combined with
spatiotemporal-aware soft-attention for final recommendation. Ex-
tensive experiments on two datasets from Meituan demonstrate
the superiority of STAGE over state-of-the-art methods. Further
studies also verify that each component is effective.
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1 INTRODUCTION
Online life service platforms such as Meituan1 and Uber Eats2,
where users can order their favorite products or foods at any time
and anywhere, have significantly changed the way people live. Dis-
tinct from the traditional e-commerce platforms, users’ behaviors
are highly relevant to the spatiotemporal context on those plat-
forms. As illustrated in Figure 1, a user may order fast food only
at workday’s noon (temporal context) when he/she is at office (spa-
tial context). Therefore, the traditional session-based recommenda-
tion [15, 20, 32], which only models the users’ sequential behaviors
without modeling the spatiotemporal context, cannot handle the
business scenarios on the online life service platforms. Under this
circumstance, we define the new research problem spatiotemporal-
aware session-based recommendation (STSBR) which aims to predict
the next interacted items in user behavior sessions given the specific
spatiotemporal context.

Overall speaking, there are two closely relevant research topics,
session-based recommendation and spatiotemporal activity predic-
tion. First, existing works of traditional session-based recommen-
dation [6, 15, 20, 28, 31, 32, 43, 44, 46] have not well explored the
spatialtemporal context. Second, existing works of spatiotemporal
activity prediction [2, 9, 26, 48, 52] leverage spatiotemporal context
as side information to predict a single activity/behavior, ignoring
the fact that users have a series of behavior (behavior session) at a
specific location and a given time. In other words, users’ dynamic

1https://about.meituan.com/en
2https://www.ubereats.com/
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Figure 1: An illustration of spatiotemporal-aware user be-
havior sessions.

consumption preferences have not been well considered. In short,
the above existing solutions are not suitable for the new problem
of STSBR and fail to address the following two critical challenges.
• Modeling session-level relations of spatiotemporal context
is necessary but challenging (an inter-session view). The
traditional problem of spatiotemporal activity prediction [9, 52]
only reveals the relations of different spatiotemporal contexts
from the item level. In STSBR, since the behaviors in a session,
rather than the single item interaction, can better represent the
users’ consumption intents at the specific location and time, for
the session-level (an inter-session view), user preferences can
be captured more accurately by extracting the relations among
spatiotemporal context and sessions. However, since the relations
of spatiotemporal context among distinct sessions are extremely
diverse and complex, the modeling is quite challenging.

• User decision-making process at a specifc spatiotemporal
context is complex (an intra-session view). In the problem
of STSBR, besides the internal user intents, the spatiotemporal
context also influences the user’s decisions. For example, when
busy at work in the office, a user may tend to launch a very short
session to explore fast food for a quick lunch; while at home,
the user may slowly browse a lot of foods to generate a longer
session. Therefore, from the intra-session view, the behaviors in
one session are largely determined by the given spatiotemporal
context, which makes the decision-making process complex and
thus hard to model.
To address above-mentioned challenges, we propose a method

named STAGE (short for SpatioTemporal-aware session-based
recommendAtion with Graph neural nEtworks). Specifically, we
first construct two types of graphs corresponding two challenges,
i.e. 1) global information graph to represent both the item-level and
session-level relations in all sessions and 2) session decision graph to
accurately model the impact of both spatiotemporal context and
intrinsic intents on the user’s decision-making process for each
session. To address the first challenge, we perform inter-session
embedding propagation on global information graph to extract use-
ful predictive signal/information from item-level and session-level
relations of spatiotemporal context on the global graph. To address
the second challenge, we propose to conduct intra-session embed-
ding propagation on the session decision graph by first learning the
user’s dynamic interests in the current session and then combin-
ing the impact of both spatiotemporal context and internal intents
(sub-interests) on the user’s decision-making process. Finally, we
combine the learned node representations from both inter- and

Table 1: Explorations of spatiotemporal context.

Model
Beijing Shanghai

P@10 M@10 P@10 M@10

GRU4Rec w/o ST 20.46 13.19 19.95 12.83
w ST 21.32 13.84 20.86 13.48

SR-GNN w/o ST 23.92 14.49 23.10 13.41
w ST 24.91 15.17 24.18 14.07

intra-session perspectives with the proposed spatiotemporal-aware
soft-attention to make final recommendation.

In short, the main contributions of this paper are as follows.
• In this work, we take the first pioneering step to approach the
problem of spatiotemporal-aware session-based recommenda-
tion, which has broad applications in real-world information
systems but has not been explored by existing works.

• We conduct embedding propagation with the proposed graph at-
tentive convolution (GAC) on the two constructed graphs, global
information graph and session decision graph, for capturing the
multi-level relations from the inter-session view and the complex
decision process from the intra-session view.

• Extensive experiments on two real-world datasets from Meituan
verify the effectiveness of our STAGE. Further studies also verify
that each component of STAGE is rational.

2 MOTIVATION AND PROBLEM DEFINITION
2.1 Motivation via Empirical Explorations
In this part, we conduct experiments on two representative session-
based recommendation (SBR) methods (GRU4Rec [15] and SR-
GNN [44]) with two datasets collected fromMeituan (the details are
in section 4.1.1) to verify the effectiveness of spatiotemporal context.
We compare the performances of the above methods with (w ST)
and without spatiotemporal context (w/o ST). Specifically, we com-
bine (add) the embeddings of items and spatiotemporal context (i.e.
location and time) when generating session representations to fuse
spatiotemporal information. The results are shown in Table 1. From
the results, we can observe that all methods achieve significant
performance gain when spatiotemporal context is added, which
verifies the effectiveness of spatiotemporal context to enhance SBR
in Meituan. However, the spatiotemporal context has not been well
explored by existing SBR methods.

2.2 Problem Definition
Motivated by the results of the above analysis, we formally de-
fine a new problem, the spatiotemporal-aware session-based rec-
ommendation (STSBR)3. Let I,L,T ,S denote the set of items,
locations, time-slots and sessions in all observed records D. Let
𝑁𝐼 , 𝑁𝐿, 𝑁𝑇 , 𝑁𝑆 be the number of items, locations, time-slots, and
sessions, respectively. Generally, a session 𝑠 can be represented as
a list [𝑖𝑠,1, 𝑖𝑠,2, ..., 𝑖𝑠,𝑛] with the chronological order of user inter-
actions, where 𝑖𝑠,𝑗 ∈ I denotes the 𝑛-th clicked item in session 𝑠 ,
where 𝑛 denotes the length of session. Meanwhile, the spatiotem-
poral context of session 𝑠 is denoted as (𝑙𝑠 , 𝑡𝑠 ), which indicates the
session occurred on location 𝑙𝑠 ∈ L at time-slot 𝑡𝑠 ∈ T . Given

3Note that the next POI recommendation [22] (regard POI as item) is completely
different from our STSBR task (enhance recommendation with spatiotemporal context).
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Table 2: The description of commonly used notations.
Notations Description
L,T ,I,S The set of locations, time-slots, items and sessions.
𝑙, 𝑡, 𝑖, 𝑠 Location ID, time-slots ID, item ID and session ID.
C / 𝑐𝑘 Intent set / intent ID.
G𝑔,G𝑠 Global information graph and session decision graph.

V, E,A,R The set of node, edge, node type and edge type.
𝜙 /𝜓 The mapping function of node type / edge type.

𝑒 = (𝑏, 𝑎) The directed edge from source node 𝑎 to target node 𝑏.
h𝑣 The embedding of node 𝑣 .

N𝜓 (𝑒)
𝑏

The neighbors of node 𝑏 in edge type𝜓 (𝑒).
𝛼 / 𝛽 The learned attention weights.

q / W / b Attention vector / transition matrix / bias weights.

a session 𝑠 and its spatiotemporal context (𝑙𝑠 , 𝑡𝑠 ), STSBR aims to
predict the next item 𝑖𝑠,𝑛+1 that user will interact with. Based on the
above definition, the task of STSBR can be formulated as follows:
Input: The session sequence 𝑠 with spatiotemporal context (𝑙𝑠 , 𝑡𝑠 ).
Output: A model to estimate the probability that the user of session
𝑠 will click item 𝑖 , formulated as 𝑦𝑠 = 𝑓 (𝑖 | [𝑠, (𝑙𝑠 , 𝑡𝑠 )]).

3 METHODOLOGY
Figure 2 illustrates our proposed STAGE model, which consists of
three parts, i.e. 1) graph construction, 2) inter- and intra-session
embedding propagation, and 3) session generation and prediction.
In this section, we will elaborate on the above three parts in details.
We also explain the commonly used notations in Table 2.

3.1 Graph Construction
To address the two challenges in Section 1, we propose to construct
1) global information graph to extend the item- and session-level
relations in all sessions, and 2) session decision graph to accurately
model the impact of both spatiotemporal context and intrinsic
intents on the user’s decision-making process for each session.

3.1.1 Global InformationGraph. Formally, letG𝑔 = (V, E,A,R)
be the constructed global information graphwith node typemapping
function 𝜙 : V ↦→ A and edge type mapping function𝜓 : E ↦→ R,
where V, E,A,R denote the node set, edge set, node type set
and edge type set, respectively. Obviously, we have the node set
V = L ∪ T ∪ I ∪ S and the node type set A = {L,T ,I,S},
where L,T ,I,S denote the set of all locations, time slots, items
and sessions in observed dataD (Note that we use the same symbol
to represent the set and the type at the same time for simplifica-
tion). With these nodes, the multi-type edges can be constructed
according to the distinct relations from two perspectives, item-level
and session-level.
• Item-level. To capture the relations among spatiotemporal con-
text and items at item-level, we construct seven types of edges
as R𝑖𝑡𝑒𝑚 = {E𝐼 𝐼 , E𝐿𝐼 , E𝐼𝐿, E𝑇 𝐼 , E𝐼𝑇 , E𝐿𝑇 , E𝑇𝐿}, corresponding
to different semantics. Specifically, the item-item edges E𝐼 𝐼 rep-
resent item transitions in all sessions. As Figure 2 (a) shows, an
item-item edge (𝑖2, 𝑖1) ∈ E𝐼 𝐼 means there exists a transition from
item 𝑖1 to 𝑖2 in a certain session. The location-item edges E𝐿𝐼 and
item-location edges E𝐼𝐿 represent location-item co-occurrence
relations. If item 𝑖 and location 𝑙 appear in any session, we have
(𝑖, 𝑙) ∈ E𝐼𝐿 and (𝑙, 𝑖) ∈ E𝐿𝐼 . Similarly, to capture the time-item

co-occurrence relations, we construct the time-item edges E𝑇 𝐼
and item-time edges E𝐼𝑇 . Finally, to model the relation of loca-
tion and time in spatiotemporal context tuples, the location-time
edges E𝐿𝑇 and time-location edges E𝑇𝐿 are constructed.

• Session-level. As emphasized in Section 1, a session is a behav-
ior sequence of a specific user that reveals his/her personalized
preferences, and modeling the impact of spatiotemporal context
at the session-level is essential. Here we construct two types of
edges at session-level as R𝑠𝑒𝑠𝑠𝑖𝑜𝑛 = {E𝐿𝑆 , E𝑇𝑆 } to capture the
complex relations between spatiotemporal context and sessions.
Specifically, the location-session edges E𝐿𝑆 represent the distri-
butions of sessions on a certain location. As Figure 2 (a) shows, a
location-session edge (𝑙1, 𝑠1) ∈ E𝐿𝑆 means that session 𝑠1 occurs
on location 𝑙1. Similarly, we construct the time-session edges E𝑇𝑆
to capture the distributions of sessions at a certain time slot. Since
a session just occurs under a specific spatiotemporal context but
a spatiotemporal context may contains multiple sessions, we
use the sessions under a certain spatiotemporal context here to
enhance the modeling of spatiotemporal context.
With above settings, we can obtain the edge type setR = R𝑖𝑡𝑒𝑚∪

R𝑠𝑒𝑠𝑠𝑖𝑜𝑛 and the edge set E = {E𝑡𝑒 |E𝑡𝑒 ∈ R} for the global infor-
mation graph G𝑔 from both item- and session-level.

3.1.2 Session Decision Graph. Given that each item click in a
session is determined by both user’s intrinsic intents and spatiotem-
poral context, the goals of the session decision graph are 1)modeling
the item-transition patterns and 2) capturing the user’s decision-
making process in each interaction. Since user behaviors in a session
are always relevant to multiple aspects of intents (intent can be
understood as sub-interest), we assume that all users have common
𝐾 types of intents4 and denote them as C = {𝑐1, 𝑐2, ..., 𝑐𝐾 }. Given a
session 𝑠 and its spatiotemporal context (𝑙𝑠 , 𝑡𝑠 ), the corresponding
session decision graph can be denoted as G𝑠 = (V𝑠 , E𝑠 ,A𝑠 ,R𝑠 ),
for which we have node type mapping function 𝜙𝑠 : V𝑠 ↦→ A𝑠 and
edge type mapping function 𝜓𝑠 : E𝑠 ↦→ R𝑠 . Here V𝑠 , E𝑠 ,A𝑠 ,R𝑠
denote the node set, edge set, node type set and edge type set, re-
spectively. Obviously, we have a node setV𝑠 = I𝑠 ∪ C ∪ {𝑙𝑠 , 𝑡𝑠 , 𝑠}
and a node-type set A𝑠 = {L,T ,I,S, C}, where I𝑠 ⊆ I denotes
the set consisting of items in session 𝑠 . Then, we construct the
multi-type edges from two views, 1) the item-transition patterns
to capture dynamic interests and 2) the user’s decision-making
process in each item click for better user modeling.
• Item-transition patterns. Tomodel the sequential patterns that
reveals dynamic interests over pair-wise items in the given ses-
sion 𝑠 , following [31, 43], we add a self loop edge for each item and
construct four types edges as R𝐼 𝐼𝑠 = {E𝑖𝑛𝑠 , E𝑜𝑢𝑡𝑠 , E𝑖𝑛−𝑜𝑢𝑡𝑠 , E𝑠𝑒𝑙 𝑓𝑠 }.
For example, an edge 𝑒 = (𝑖𝑠,𝑘 , 𝑖𝑠,𝑗 ) ∈ E𝑖𝑛𝑠 indicates there exists
a transition from item 𝑖𝑠,𝑗 to item 𝑖𝑠,𝑘 .

• Decision-making process. The decision-making process can
be denoted as 𝑢𝑠𝑒𝑟 → [𝑖𝑛𝑡𝑒𝑛𝑡𝑠, 𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛, 𝑡𝑖𝑚𝑒] → 𝑖𝑡𝑒𝑚𝑠 . Specifi-
cally, a user first combines the impact of spatiotemporal context
and internal intents, and then he/she chooses an item to purchase.
Here we attempt to infer user characteristics in given session by

4We first initialize the 𝐾 common intents with intent embeddings, and then we ag-
gregate the learned item features in each session 𝑠 to update the feature of 𝐾 intent
nodes in session decision graph G𝑠 . In short, we introduce intent nodes to accurately
model the user decision-making process and enhance the capability of G𝑠 .
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imitating the inverse process of decision-making. As shown in
Figure 2 (a), we construct intent-item edges E𝐶𝐼𝑠 , location-item
edges E𝐿𝐼𝑠 , time-item edges E𝑇 𝐼𝑠 by connecting all items to in-
tents 𝑐𝑘 ∈ C, location 𝑙𝑠 and time 𝑡𝑠 with directed edges. Further,
we connect the intents 𝑐𝑘 ∈ C, location 𝑙𝑠 and time 𝑡𝑠 with
session node 𝑠 to construct session-intent edges E𝑆𝐶𝑠 , session-
location edges E𝑆𝐿𝑠 and session-time edges E𝑆𝑇𝑠 , respectively. In
this way, we capture the inverse process of decision-making, i.e.
𝑖𝑡𝑒𝑚𝑠 → [𝑖𝑛𝑡𝑒𝑛𝑡𝑠, 𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛, 𝑡𝑖𝑚𝑒] → 𝑠𝑒𝑠𝑠𝑖𝑜𝑛(𝑢𝑠𝑒𝑟 ) with G𝑠 .

With above settings, we obtain the edge type set R𝑠 = R𝐼 𝐼𝑠 ∪
{E𝐶𝐼𝑠 , E𝐿𝐼𝑠 , E𝑇 𝐼𝑠 , E𝑆𝐶𝑠 , E𝑆𝐿𝑠 , E𝑆𝑇𝑠 } and the edge set E𝑠 = {E𝑡𝑒𝑠 |E𝑡𝑒𝑠 ∈
R𝑠 } for session decision graph G𝑠 .

Embedding Initialization: Following [6, 43, 44], we represent
each item/location/ time/intent ID with embedding vector to char-
acterize the latent features. We denote item 𝑖 , location 𝑙 , time 𝑡 and
intent 𝑐 as h𝑖 , h𝑙 , h𝑡 , h𝑐 ∈ R𝑑 , where 𝑑 is the embedding size.

3.2 Inter-session Propagation Layer
To sufficiently capture the multi-level relations among all sessions,
we propose to perform inter-session propagation on global infor-
mation graph G𝑔 with the proposed graph attentive convolution.
Specifically, we first conduct intra-relation aggregation in each
edge type to get the relation-specific node embeddings with differ-
ent semantics. Then, we conduct inter-relation aggregation to get
the optimally weighted combination of the semantic-specific node
embeddings from all edge types with attention mechanism [37].

3.2.1 Intra-relation Aggregation. Different types of edges on G𝑔
reveal distinct relations and semantics. For example, E𝐼 𝐼 means
the relation of item transitions. Given a target node 𝑏 and all its
one-hop neighbors N𝑏 , we group the neighbors by distinct edge
types to get N𝜓 (𝑒)

𝑏
, which denotes the same type of source nodes

connected to 𝑏 with edge type𝜓 (𝑒). The intra-relation aggregation
aims to learn the semantic information embedded in each relation
𝜓 (𝑒) by aggregating the feature of the grouped source nodesN𝜓 (𝑒)

𝑏
.

Specifically, we conduct relation-specific propagation in multi-type
edges from item- and session-level, i.e. R = R𝑖𝑡𝑒𝑚∪R𝑠𝑒𝑠𝑠𝑖𝑜𝑛 . When
conducting propagation on the edges from session-level relations,
for each session 𝑠 , we obtain its feature at 𝑙-th layer by computing
the average value of item representations in 𝑠 , formulated as,

h(𝑙)𝑠 = Mean({h(𝑙)
𝑖𝑘

|𝑖𝑘 ∈ 𝑠}) . (1)

Then we introduce how to conduct relation-specific propagation.
For each target node 𝑏 ∈ V , we first perform message passing to
capture the influence from its neighborsN𝜓 (𝑒)

𝑏
under relation𝜓 (𝑒).

Due to the heterogeneity of nodes, different types of nodes have
different feature spaces. Following [6, 13], we introduce the type-
specific transformation matrix to project the features of different
types of nodes into the same feature space. The message from meta
relation based neighbors 𝑎 ∈ N𝜓 (𝑒)

𝑏
at 𝑙-th layer is formulated as,

m(𝑙)
𝑎,𝜓 (𝑒) = W𝜓 (𝑒)h

(𝑙−1)
𝑎 , 𝑎 ∈ N𝜓 (𝑒)

𝑏
,𝜓 (𝑒) ∈ R, (2)

where W𝜓 (𝑒) ∈ R𝑑×𝑑 is the transformation matrix of edge type
𝜓 (𝑒). m(𝑙)

𝑎,𝜓 (𝑒) and h(𝑙−1)𝑎 are the original and projected feature of

source node 𝑎, and its embeding at 0-th layer is h(0)𝑎 = h𝑎 .
Aggregation with graph attentive convolution (GAC): Then,

we aggregate the message from each type of edges 𝜓 (𝑒) to learn
relation-specific node embeddings. Given that each source node
in N𝜓 (𝑒)

𝑏
play a different role and show different importance to

target node 𝑏, we propose graph attentive convolution (GAC) to
learn target node embedding as follows,

h(𝑙)
𝑏,𝜓 (𝑒) =

∑︁
𝑎∈N𝜓 (𝑒 )

𝑏

𝛼
𝜓 (𝑒)
𝑏𝑎

·m(𝑙)
𝑎,𝜓 (𝑒) , (3)

where h(𝑙)
𝑏,𝜓 (𝑒) is the embedding of target node 𝑏 in edge type𝜓 (𝑒)

at 𝑙-th layer. 𝛼𝜓 (𝑒)
𝑏𝑎

is the attention coefficient to capture the impor-
tance of neighbor node 𝑎 to target node 𝑏 for edge type𝜓 (𝑒), which
can be further computed as follows,

𝛼
𝜓 (𝑒)
𝑏𝑎

=

exp(𝜎 (q⊤
𝜓 (𝑒) (h

(𝑙−1)
𝑏

⊙ m(𝑙)
𝑎 )))∑

𝑎′∈N𝜓 (𝑒 )
𝑏

exp(𝜎 (q⊤
𝜓 (𝑒) (h

(𝑙−1)
𝑏

⊙ m(𝑙)
𝑎′ )))

, (4)

where 𝜎 denotes the activation function (we select LeakyReLU), ⊙
denotes the Hadamard product, and q𝜓 (𝑒) is the attention vector
for edge type𝜓 (𝑒).

3.2.2 Inter-relation Aggregation. After the above-introduced
intra-relation aggregation, we can obtain the relation-specific node
embeddings. However, the relation-specific node embeddings can
only reflect information and semantics from one certain type of
edge. Generally, the nodes on global information graph G𝑔 are up-
dated according to the messages from multi-types edges in R. In
particular, the updated nodes are in setV∗ = L∪T ∪I with types
A∗ = {L,T ,I}. The location nodes 𝑙 ∈ L get relation-specific em-
beddings fromRL = {E𝐿𝐼 , E𝐿𝑇 , E𝐿𝑆 }, the time nodes 𝑡 ∈ T update
embeddings via RT = {E𝑇 𝐼 , E𝑇𝐿, E𝑇𝑆 }, and item nodes 𝑖 ∈ I gen-
erate relation-specific representations from RI = {E𝐼 𝐼 , E𝐼𝐿, E𝐼𝑇 }.
To learn more comprehensive node embeddings, we conduct inter-
relation aggregation among all relation-specific embeddings by
automatically learning the importance of different edge types and
fusing the semantics from distinct relations with attention mecha-
nism [37]. For each node 𝑣 ∈ V∗ with type 𝜙 (𝑣) ∈ A∗, we fuse its
relation-specific embeddings from edge types R𝜙 (𝑣) as follows,

𝛼𝑣,𝑡𝑒 =
exp(q⊤

𝜙 (𝑣) tanh(W𝜙 (𝑣)h
(𝑙 )
𝑣,𝑡𝑒

+ b𝜙 (𝑣) ))∑
E𝑡′𝑒 ∈R𝜙 (𝑣)

exp(q⊤
𝜙 (𝑣) tanh(W𝜙 (𝑣)h

(𝑙 )
𝑣,𝑡′𝑒

+ b𝜙 (𝑣) ))
,

h(𝑙 )
𝑣 =

∑︁
E𝑡𝑒 ∈R𝜙 (𝑣)

𝛼𝑣,𝑡𝑒 h
(𝑙 )
𝑣,𝑡𝑒

,

(5)

where W𝜙 (𝑣) ∈ R𝑑×𝑑 , b𝜙 (𝑣) ∈ R𝑑 , q𝜙 (𝑣) ∈ R𝑑 are weight matrix,
bias vector and attention vector in node type 𝜙 (𝑣), respectively.
h(𝑙)𝑣,𝑡𝑒 is the relation-specific embedding of node 𝑣 from edge type
E𝑡𝑒 at 𝑙-th layer. With the learned weights as coefficients, we can
selectively aggregate information and fuse these semantic-specific
embeddings to fully capture the impact of spatiotemporal context
from the item- and session-level on the global information graph.

By stacking 𝐿 propagation layers, we can capture spatiotemporal-
aware information within the 𝐿-hop community of each node. We
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Figure 2: An overview of the proposed STAGEmodel. First (a), a global information graph is constructed with all training sessions
and corresponding spatiotemporal context. Then, for each session, STAGE constructs a session decision graph to accurately
model the decision-making process. Second (b), STAGE performs inter- and intra-session propagation on the constructed graphs
to fuse information and capture the impact of spatiotemporal context. Last (c), the model combines the learned node features
from two perspectives to generate session representation and further predicts the preference scores for all candidate items.

combine embeddings from all layers to obtain the final embeddings,
which can be formulated as,

h𝑔
𝑙
= Mean({h(𝑙)

𝑙
|𝐿
𝑙=0}), h𝑔𝑡 = Mean({h(𝑙)𝑡 |𝐿

𝑙=0}),

h𝑔
𝑖
= Mean({h(𝑙)

𝑖
|𝐿
𝑙=0}),

(6)

where h𝑔
𝑙
, h𝑔𝑡 , h

𝑔

𝑖
denote the final embedings of location 𝑙 , time 𝑡 and

item 𝑖 from the global information graph G𝑔 , respectively.

3.3 Intra-session Propagation Layer
The intra-session propagation on each session decision graph G𝑠
is based on two key considerations, i.e. item-transition patterns
and decision-making process. Specifically, we first perform item-
transition propagation to capture the user’s core and dynamic in-
terests from item transitions. Then, we conduct decision-making
propagation to infer user characteristics in the current session (at
a certain spatiotemporal context) by imitating the inverse process
of the user’s decision-making process.

3.3.1 Item-transition Propagation. The user may inadvertently
click on items not interested in but recorded in a session. In other
words, the session sequence contains both user interests and noisy
signals. To activate the user’s core interests and filter out noises,
we first perform the item-transition propagation to fuse interests
on G𝑠 . Since the neighbors of the item have distinct importance to
it, we utilize the proposed graph attentive convolution (GAC) to
re-weight the importance of neighbors, which combine the item
similarity and the impact of the decision factors.

First, we assume that each item interaction in the session is
influenced by multiple decision factors (i.e., intents, location and
time). To simplify the calculation, we generate the representation
of the critical factor by computing the average value of all intents
and spatiotemporal context, denoted as follows,

h𝑑𝑠 = W𝑑 ·Mean({h𝑐𝑘 |𝑐𝑘 ∈ C} ∪ {h𝑙𝑠 , h𝑡𝑠 }), (7)

whereW𝑑 is a transformation matrix, and h𝑐𝑘 , h𝑙𝑠 , h𝑡𝑠 denote the
embeddings of intent 𝑐𝑘 , location 𝑙𝑠 and time 𝑡𝑠 , respectively.

Then, we calculate the attention score of the source node 𝑖𝑘 to
target node 𝑖 𝑗 by the correlation among critical decision factor, the
source node and target node, denoted as,

𝑒 𝑗𝑘 = 𝜎 (q⊤
𝜓𝑠 (𝑒) (h𝑑𝑠 ⊙ h𝑖 𝑗 + h𝑑𝑠 ⊙ h𝑖𝑘 + h𝑖 𝑗 ⊙ h𝑖𝑘 )),

𝛼 𝑗𝑘 =
exp(𝑒 𝑗𝑘 )∑

𝑖𝑘′ ∈N𝑠
𝑖 𝑗
exp(𝑒 𝑗𝑘′)

, 𝜓𝑠 (𝑒) ∈ R𝐼 𝐼𝑠 ,
(8)

where 𝜎 denotes the activation function (LeakyReLU), ⊙ is the
Hadamard product, and q𝜓𝑠 (𝑒) is the attention vector of edge type
𝜓𝑠 (𝑒). Note thatN𝑠

𝑖 𝑗
contains the neighbors of item 𝑖 𝑗 via all the four

types of item-transition edges, i.e.R𝐼 𝐼𝑠 = {E𝑖𝑛𝑠 , E𝑜𝑢𝑡𝑠 , E𝑖𝑛−𝑜𝑢𝑡𝑠 , E𝑠𝑒𝑙 𝑓𝑠 }.
Next, with the attention coefficients, we obtain the final output

embeddings for each item in session 𝑠 , which is formulated as,

h𝑠𝑖 𝑗 =
∑︁

𝑖𝑘 ∈N𝑠
𝑖 𝑗

𝛼 𝑗𝑘h𝑖𝑘 , (9)

where h𝑠
𝑖 𝑗
denotes the final embedding of item 𝑖 𝑗 from G𝑠 . With

item-transition propagation, we filter out noises and generate item
embeddings containing core and dynamic interests.

3.3.2 Decision-making Propagation. After obtaining item repre-
sentations with core interests in item-transition propagation, we
then attempt to infer the user characteristics in a given session at a
certain spatiotemporal context via the inverse process of decision-
making (i.e. 𝑖𝑡𝑒𝑚𝑠 → [𝑖𝑛𝑡𝑒𝑛𝑡𝑠, 𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛, 𝑡𝑖𝑚𝑒] → 𝑠𝑒𝑠𝑠𝑖𝑜𝑛(𝑢𝑠𝑒𝑟 )).
Specifically, we first generate the feature of decision factors (i.e.
intents, location and time) from the learned item representation.
Then, we attentively aggregate the decision factors to obtain the
final session embedding that contains user characteristics.
1) Generating Decision Factors.Given that the impact of decision
factors on each item is different and each item contributes differ-
ently to the features of decision factors, we conduct the proposed
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graph attentive convolution (GAC) to learn the embeddings of deci-
sion factors. We denote the set of decision factors as F = C∪{𝑙𝑠 , 𝑡𝑠 },
where C, 𝑙𝑠 , 𝑡𝑠 denote intents set, location and time-slot in session 𝑠 .
For each decision factor 𝑣 ∈ F , we generate its feature as follows,

𝛼𝑣𝑖 =
exp(𝜎 (q⊤

𝜙𝑠 (𝑣) (h𝑣 ⊙ (W𝜙𝑠 (𝑣)h
𝑠
𝑖
))))∑

𝑖′∈I𝑠 exp(𝜎 (q⊤𝜙𝑠 (𝑣) (h𝑣 ⊙ (W𝜙𝑠 (𝑣)h
𝑠
𝑖′))))

,

h𝑠𝑣 =
∑︁

𝑖∈I𝑠
𝛼𝑣𝑖W𝜙𝑠 (𝑣)h

𝑠
𝑖 + h𝑣

(10)

where 𝜎 is the activation function (LeakyReLU), ⊙ denotes the
Hadamard product. q𝜙𝑠 (𝑣) ,W𝜙𝑠 (𝑣) denote the attention vector and
transition matrix for node type 𝜙 (𝑣). In this way, we obtain the
final decision factors h𝑠𝑣 , which consists of three types of features
(intent feature h𝑠𝑐𝑘 , location feature h𝑠

𝑙𝑠
and time feature h𝑠𝑡𝑠 ).

2) Generating User Characteristics5. Similarly, we further at-
tentively aggregate the features of decision factors on G𝑠 with the
proposed GAC to generate final session embedding that contains
user characteristics, which can be formulated as follows,

𝛼𝑠𝑣 =
exp(𝜎 (q⊤𝑠 (h𝑠 ⊙ (W𝑠h𝑠𝑣))))∑

𝑣′∈F exp(𝜎 (q⊤𝑠 (h𝑠 ⊙ (W𝑠h𝑠𝑣′))))
,

h𝑠𝑠 =
∑︁

𝑣∈F 𝛼𝑠𝑣W𝑠h𝑠𝑣 + h𝑠

(11)

where 𝜎 is the activation function (LeakyReLU), ⊙ denotes the
Hadamard product. q𝑠 ,W𝑠 denote the attention vector and transi-
tion matrix. The original session feature h𝑠 is calculated with mean
pooling according to Eq. (1). In this way, we obtain the session
representation h𝑠𝑠 on the session decision graph G𝑠 .

Following the existing SBR methods [6, 43, 44], we just perform
the intra-session propagation on session decision graph G𝑠 for one
time to avoid breaking the item-transitions patterns.

3.4 Session Generation and Prediction
After the inter-session and intra-session propagation on G𝑔 and G𝑠 ,
we obtain the node embeddings from both inter- and intra-session
perspectives. Then we obtain the final representation of location 𝑙 ,
time 𝑡 and item 𝑖 with element-wise sum pooling, formulated as,

h̃𝑙 = h𝑔
𝑙
+ h𝑠

𝑙
, h̃𝑡 = h𝑔𝑡 + h𝑠𝑡 , h̃𝑖 = h𝑔

𝑖
+ h𝑠𝑖 , (12)

where h̃𝑙 , h̃𝑡 , h̃𝑖 denote the fused embeddings of location 𝑙 , time 𝑡
and item 𝑖 , respectively. Given a session 𝑠 = [𝑖𝑠,1, 𝑖𝑠,2, ..., 𝑖𝑠,𝑛] and
corresponding spatiotemporal context (𝑙𝑠 , 𝑡𝑠 ), the learned repre-
sentations in session s are [h̃𝑖𝑠,1 , h̃𝑖𝑠,2 , ..., h̃𝑖𝑠,𝑛 ], h̃𝑙𝑠 and h̃𝑡𝑠 . Follow-
ing [43], we combine the reversed position embeddings to generate
position-aware item embeddings, formulated as,

h∗𝑖𝑠,𝑗 = tanh(W𝑝 [h̃𝑖𝑠,𝑗 ∥p𝑛−𝑗+1] + b𝑝 ), (13)

where h∗
𝑖𝑠,𝑗
, p𝑛−𝑗+1 denote the generated position-aware embedding

and reversed position embedding of item 𝑖𝑠,𝑗 , respectively.W𝑝 ∈
R𝑑×2𝑑 and b𝑝 ∈ R𝑑 are learnable parameters.
1) Item Weighting. Distinct from the previous works [31, 44]
that only focus on the item similarity, we pay more attention to
the user’s decision-making process when assigning item weights.

5The session is the sequence of behaviors made by a certain user at some time period,
which reflects the characteristics of the user to some extent. Hence, we learn the
session embedding to represent the user characteristics.

Specifically, we assume that the contribution of different items to
the next prediction is not equal and is determined by multiple fac-
tors (i.e., intents, spatiotemporal context, and user characteristics).
Hence, we first fuse the intents and then combine the above factors
with spatiotemporal-aware soft-attention [47] to get item weights,

h𝑠∗𝑐 = Attention({h𝑠𝑐𝑘 |𝑐𝑘 ∈ C}),

𝛽 𝑗 = q⊤𝜎 ( [W1h𝑠∗𝑐 +W2h̃𝑙𝑠 +W3h̃𝑡𝑠 +W4h𝑠𝑠 ] ⊙ h∗𝑖𝑠,𝑗 ),
(14)

where h𝑠𝑐𝑘 is the intent feature from G𝑠 and we fuse all those intents
with attention in Eq. (5) to get fused intent h𝑠∗𝑐 . h𝑠𝑠 is the local
session embedding from G𝑠 , which contains user characteristic
information.W𝑖 |4𝑖=1 ∈ R𝑑×𝑑 and q ∈ R𝑑 are learnable parameters.
2) Session Generation. Then, we obtain the session representation
by combining the item features with distinct weights, denoted as,

h∗𝑠 =
∑︁𝑛

𝑗=1
𝛽 𝑗 · h∗𝑖𝑠,𝑗 , (15)

3) Prediction.With the obtained representation of current session
h∗𝑠 , we first calculate the preference score of current session 𝑠 on
candidate item 𝑖 𝑗 ∈ I as 𝑝𝑠 𝑗 = h∗⊤𝑠 h𝑖 𝑗 , where h𝑖 𝑗 is the embed-
ding of item 𝑖 𝑗 . Let 𝑝𝑠 = [𝑝𝑠1, 𝑝𝑠2, ..., 𝑝𝑠𝑁𝐼

] denotes the predicted
preference scores of session 𝑠 on all of the 𝑁𝐼 items in item set
I, the recommendation probability for all candidate items can be
generated with Softmax function as,

𝑦𝑠 = Softmax(𝑝𝑠 ) (16)

where 𝑦𝑠 = [𝑦𝑠1, 𝑦𝑠2, ..., 𝑦𝑠𝑁𝐼
] denotes the recommendation scores

for all candidate items in I.

3.5 Model Optimization
We apply the cross-entropy loss to optimize the model parameters,
which is commonly used in recommendation [43, 44, 46]. For each
session 𝑠 , the loss function is defined as the cross-entropy of the
prediction and the ground truth, formulated as follows,

L(𝑦𝑠 ) = −
∑︁𝑁𝐼

𝑖=1
𝑦𝑠𝑖 log(𝑦𝑠𝑖 ) + (1 − 𝑦𝑠𝑖 ) log(1 − 𝑦𝑠𝑖 ), (17)

where 𝑦𝑠 denotes the one-hot encoding vector of the ground truth
in the current session.

3.6 Efficient Implementation
Given that the session number is huge in large scale datasets, the
inter-session propagation on global information graph G𝑔 (espe-
cially for the propagation on the edges from session-level) is time-
consuming. Following [14], we propose an efficient sampling strat-
egy for STAGE and further analyze the computational complexity
during both the training and inference phase.

(1) Training:Given 𝐵 sessions in a mini-batch, we suppose there
are𝑀𝑙 location nodes,𝑀𝑡 time nodes and𝑀𝑖 item nodes. Since we
just need the embeddings of above 𝑀𝑙 + 𝑀𝑡 + 𝑀𝑖 nodes, it is no
need to update all the nodes in G𝑔 . Hence we propose neighbor
sampling for the nodes that we need to update. For the inter-session
propagation on 𝐺𝑔 , we set the sampling number as 𝑁 . In the item-
level aggregation, the time cost for 𝐿 layers’ propagation is O((𝑀𝑙 +
𝑀𝑡 +𝑀𝑖 )𝑁𝐿). At the session level, we update the location and time
nodes with just sample sessions in the current mini-batch, which
cost O((𝑀𝑙 +𝑀𝑡 )𝑁𝐿). For the intra-session propagation in session
decision graph, the time cost is almost the same as existing methods
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Table 3: Comparison with typical GNN-based SBR models.
Methods SR-GNN GCE-GNN DHCN SERec STAGE

Spatiotemporal no no no low high
Inter-session × √ √ √ √

Session-level × × √ × √

Decision-making × × × × √

(i.e. GNNs, CNNs and RNNs-based), which is O(𝐵 |𝑆 |), where |𝑆 |
is the average session length. Hence the total time cost of STAGE
in the training phase is O((2𝑀𝑙 + 2𝑀𝑡 +𝑀𝑖 )𝑁𝐿 + 𝐵 |𝑆 |). Compare
with the existing session-based recommendation methods without
spatiotemporal modeling, the additional time cost is O((2𝑀𝑙 +2𝑀𝑡 +
𝑀𝑖 )𝑁𝐿), which is controllable and acceptable with appropriate
sampling number 𝑁 and stacking layer number 𝐿.

(2) Inference:We can only perform inter-session propagation
on G𝑔 in the training phase and store the learned embeddings from
inter-session view. In the inference phase, we can directly look up
the embeddings from inter-session view and just perform intra-
session propagation on the session decision graph G𝑠 to accurately
generate representations from intra-session view. Hence, the time
cost can be reduced to O(𝐵 |𝑆 |), which is almost the same as of the
most efficient session-based recommendation methods.

3.7 Comparison with Existing SBR models
The traditional GNN-based SBR methods only try to model the
possible relations among items. In this paper, we model the impact
of spatiotemporal context from both inter-and intra-session views.
In the inter-session view, we construct global information graph at
both session- and item-level. In the intra-session view, we model
the user decision-making process in each session to get promising
performance. SR-GNN [44] only model the item transitions from
the intra-session view. Most GNN-based SBR models with inter-
session modeling only model the item relations and can not capture
the impact of spatiotemporal contexts, such as GCE-GNN [43]
and DHCN [46]. SERec [6] can only capture the weak impact of
spatiotemporal context from item-level with knowledge graph and
ignores the relations at session-level. We summarize the differences
between our STAGE and several typical SBR models in Table 3.

4 EXPERIMENT
4.1 Experimental Settings

4.1.1 Datasets. We conduct experiments on two real-world
datasets6 from Meituan in Beijing and Shanghai, during the time-
span of Jan. 1st, 2021 - Jan. 8th, 2021. Following the definition of
spatiotemporal context on Meituan business, there are 13 locations
(i.e. "home" and "company") and 96 time-slots (dividing a day into 48
time-slots at half-hour intervals and distinguishing weekends and
weekdays). Each session belongs to a certain time slot. For a fair
comparison, we conduct the same preprocessing step as [43, 44, 46].
Specifically, we drop sessions of length one and items appearing
less than five times, and generate sessions and corresponding labels
by splitting the input session sequence for data augmentation. Fur-
thermore, we split the first six days’ data for training, the following
one-day data for validation, and the last one day’s data for testing.
The datasets statistics are summarized in Table 4.
6we collected the Meituan datasets because no public datasets are suitable for our task.

Table 4: Statistics of Two Datasets from Meituan.
Dataset #Records #Sessions #Items #Loctions #Time-slots Avg. len.

Beijing 3,267,355 523,713 42,902 13 96 6.24
Shanghai 2,825,732 472,674 37,682 13 96 5.98

4.1.2 Evaluation Metrics. Following [20, 43, 44, 46], we adopt
twowidely used ranking-basedmetrics,P@K (Precision) andM@K
(Mean Reciprocal Rank), to evaluate the model performance.

4.1.3 Compared Baselines. We compare our STAGE7 with four
categories of baseline methods, i.e., (1) classical methods that uti-
lize neither spatiotemporal context nor session modeling (Item-
KNN [33] and FPMC [32]); (2) the spatiotemporal activity prediction
models (CrossMap [50], SA-GCN [48] and HAN [41]); (3) session-
based recommendation methods with only intra-session modeling
(GRU4Rec [15], NARM [20], STAMP [28] and SR-GNN [44]); (4)
session-based recommenders with both inter- and intra-session
modeling (SERec [6], GCE-GNN [43] and DHCN [46]).

4.1.4 Hyper-parameters Settings. For all the models, follow-
ing [43, 44, 46], the dimension of latent vectors (i,e. the embedding
size of items, locations, and time) is fixed as 100, the batch size is set
to 100, and 𝐿2 penalty is set as 10−5. We optimize all these models
with Adam [18] optimizer (the initial learning rate is 0.001 and
will decay by 0.1 every three epoch). For the baselines, the hyper-
parameters are initialized as the original papers and are carefully
tuned to get optimal performance. Following [43], we sample 12
neighbors per node for our STAGE model. Section 4.4 reports the
impact of other essential hyper-parameters in STAGE (i.e. model
depth 𝐿 and intent number 𝐾 ), and we use the best parameter set-
tings in Section 4.2 and 4.3. For all methods, we run the experiment
ten times and report the average results.

4.2 Overall Performance
The main results and comparisons on two datasets are shown in
Table 5. From the results, we have the following observations.
• Our proposed STAGE achieves the best performance.Owing
to the global information graph and session decision graph, STAGE
can capture user’s spatiotemporal-aware dynamic preferences
from both inter- and intra-session views. Compared with all
baselines, STAGE obtains the best performance on both datasets.

• Session-based recommenders outperform the classical and
spatiotemporal models. Compared with classical models and
spatiotemporal models, the better performance of session-based
recommendation methods verifies the necessity of modeling
users’ dynamic interests. Among the session-based recommenders,
graph-based models (i.e. GCE-GNN, DHCN) outperform the se-
quential models (i.e. GRU4Rec), which verifies the necessity of
accurately modeling the complex relations among items and jus-
tifies our motivation to explore user’s decision-making process
of each item interaction with session decision graph.

• The global information enhances the recommendation
performance. The inter-session methods (utilizing item tran-
sitions from all sessions) achieve the best performance among
all baselines, which validates our motivation of constructing

7Codes are released at https://github.com/tsinghua-fib-lab/STAGE.
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Table 5: Performance comparisons in % (bold* means p-value < 0.01, and bold** means p-value < 0.001).
Dataset Beijing Shanghai

Category Method P@5 M@5 P@10 M@10 P@20 M@20 P@5 M@5 P@10 M@10 P@20 M@20

Classical Item-KNN 14.16 10.28 17.65 10.94 22.44 11.32 13.71 9.97 16.72 10.57 21.83 11.03
FPMC 13.85 10.74 16.98 11.12 22.06 11.61 13.22 10.24 15.58 10.84 21.09 11.25

Spatiotemporal (ST)
CrossMap 15.08 11.89 18.13 12.47 22.98 13.45 14.67 11.76 17.55 12.41 22.18 12.82
SA-GCN 15.73 11.63 18.76 12.23 23.27 13.27 14.93 11.43 17.98 12.19 22.74 12.59
HAN 16.57 12.94 19.17 13.18 23.92 14.06 15.28 12.57 18.64 12.82 23.35 13.17

Intra-Session

GRU4Rec 17.85 13.46 21.32 13.84 26.37 14.79 16.84 13.05 20.86 13.48 25.91 13.95
NARM 18.76 13.87 23.74 14.36 29.12 15.24 17.49 13.69 22.47 13.85 28.74 14.67
STAMP 18.33 14.02 22.83 14.85 28.89 15.43 17.37 13.76 21.94 13.92 28.48 14.81
SR-GNN 19.48 14.27 24.91 15.17 30.25 15.98 19.15 13.53 24.18 14.07 30.23 14.99

Inter-Session
SERec 20.19 14.83 25.23 15.43 30.84 16.25 19.76 13.79 24.93 14.46 30.72 15.26

GCE-GNN 21.07 15.24 26.04 15.83 31.69 16.43 20.16 14.25 25.41 14.95 31.36 15.48
DHCN 20.85 15.01 25.91 15.91 31.63 16.47 20.02 14.09 25.32 14.89 31.29 15.51

ST + Inter-Session STAGE 24.50* 18.03** 29.99** 18.74** 36.20* 19.16** 23.34** 16.87** 29.20** 17.67** 35.86* 18.12**

Table 6: Ablation study of inter-session propagation.

Model
Beijing Shanghai

P@10 M@10 P@10 M@10

Inter-session w/o G𝑔 26.58 16.27 25.83 15.63

Intra-relation
Aggregation

Item Level 28.95 18.33 28.14 17.08
Session Level 28.43 18.16 27.86 16.87
I&S Levels 29.99 18.74 29.20 17.67

Inter-relation
Aggregation

Max 27.35 17.14 26.47 16.23
Sum 29.18 18.46 28.61 17.27
Mean 29.42 18.39 28.97 17.21
Attention 29.99 18.74 29.20 17.67

Table 7: Ablation study of intra-session propagation.

Model
Beijing Shanghai

P@10 M@10 P@10 M@10

Intra-session w/o G𝑠 26.37 16.13 25.65 15.51

Item-transition
Propagation

Undirected 28.27 17.95 27.56 16.73
Directed 29.99 18.74 29.20 17.67

Decision-making
Propagation

w/o Intents 28.73 18.27 27.89 17.15
w/o ST 27.62 17.37 26.84 16.51
w/o Session 29.26 18.41 28.82 17.43
I&ST&S 29.99 18.74 29.20 17.67

global information graph to sufficiently capture spatiotemporal
information and enrich the item relations with all sessions.

4.3 Ablation Study
In this section, we performed ablation studies to evaluate the effec-
tiveness of several key designs in our proposed STAGE.

4.3.1 Effectiveness of Inter-session Propagation. We propose to
perform inter-session propagation on the global information graph,
which contains intra-relation and inter-relation aggregation. For
intra-relation aggregation, we compare the performance of the
models performing propagation at the only item-level, only session-
level, and both levels. For inter-relation aggregation, we compare
the performance with different fusion functions (i.e. Max, Sum,
Mean and Attention). The results in Table 6 show that STAGE
suffers performance drop when removing global information graph
(w/o G𝑔), which verifies its effectiveness. Specifically, for intra-
relation aggregation, the model with two levels outperforms that
with the only item- or session-level. For inter-relation aggregation,
the attention mechanism achieves the best performance.
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Figure 3: Impact of each component in session generation.
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Figure 4: Performance comparison of the proposed method
using different GNN aggregation schemes on two datasets.

4.3.2 Effectiveness of Intra-session Propagation. The intra-session
propagation on session decision graph, including item-transition and
decision-making propagation. For item-transition propagation, we
compare the performance with undirected and directed edges for
item transitions modeling. For decision-making propagation, we
compare the performance of the models that without intent mod-
eling (w/o Intents), without spatiotemporal modeling (w/o ST),
without session node (w/o Session), and with above all compo-
nents (I&ST&S). From the results in Table 7, we can observe that
the model with directed edges achieves better performance, which
means the chronological order of item transitions is crucial. As
for the decision-making propagation, removing any component
will lead to performance degradation. If we remove session decision
graph (w/o G𝑠 ), STAGE suffers significant performance drop, which
verifies its effectiveness.

4.3.3 Effectiveness of Session Generation. To investigate the im-
pact of two key designs in the session generation module, we de-
velop two variants of STAGE, i.e., the model without the reversed
position embeddings (STAGE-NP) and without the soft attention
mechanism (STAGE-NA). As shown in Figure 3, we can conclude
that both the reversed position embeddings and soft attention are
beneficial to better performance.
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Figure 5: The impact of number of layers 𝐿 on two datasets.
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Figure 6: The impact of intent number 𝐾 on two datasets.

4.3.4 Effectiveness of Graph Attentive Convolution. To evaluate
the impact of the proposed graph attentive convolution (GAC),
we compare the performance of models with different GNN ag-
gregation schemes, i.e., the models with GCN [19] (STAGE-GCN),
with GAT [38] (STAGE-GAT) and with proposed GAC (STAGE). As
shown in Figure 4, STAGE-GAT outperforms STAGE-GCN but still
falls behind our STAGE model with graph attentive convolution
(GAC). One possible reason is that GAC involves fewer parameters
and is more efficient. This verifies the effectiveness of GAC.

4.4 Hyper-parameter Study
Impact of Model Depth 𝐿. To study the impact of model depth of
global information graph, we vary 𝐿 in {1, 2, 3, 4}. According to the
results in Figure 5, STAGE achieves the best performance with one
or two layers on both datasets. However, as the number of layers
continues to increase, the performance drops significantly because
of the over-smoothing [21]. Since the performance of the first two
layers is almost equal, we set the depth 𝐿 as 1 for better efficiency.
Impact of Intent Number 𝐾 . To study the influence of intent
number 𝐾 in session decision graph, we vary 𝐾 from 1 to 8. From
the results in Figure 6, we can observe that STAGE achieves the
best performance when 𝐾 = 5 and performs the worst when 𝐾 = 1,
which verifies the rationality of modeling the user’s intents on
each item click. However, the performance drops when 𝐾 > 5,
which means too fine-grained intents are not conducive to the final
performance. Hence, we set 𝐾 = 5 for both datasets.

5 RELATEDWORK
Session-based Recommendation. Existing works on session-
based recommendation (SBR) can be categorized into three classes:
classical methods, sequential-basedmethods, and graph-basedmeth-
ods. Representative classical methods include Item-KNN [33] that
recommends items based on the similarity between items, and
FPMC [32] that combines thematrix factorization and the first-order
Markov chain for capturing both sequential effects and user prefer-
ences. Sequential-based methods [4, 17, 36] model the session as a
sequence. Hidasi et al. propose the first work, GRU4REC, to model
the session data with Gated Recurrent Unit (GRU). NARM [20]
and STAMP [28] enhance GRU4Rec by incorporating attention

mechanism [37] into stack GRU encoder to capture the more repre-
sentative item-transition information. Graph-based methods [5, 29,
31, 40, 43, 44] propose to build a session graph to capture the com-
plex relations among items. SR-GNN [44] is the first work to model
the item transitions in a session with a directed graph and employ
a gated GNN layer to obtain item embeddings. FGNN [31] designs
a weighted attention graph layer for learning items embeddings.
SGNN-HN [29] applies a star graph neural network (SGNN) to
model the complex transition relationship between items. LESSR [5]
proposes the EOPA and the SGAT layers to solve two information
loss problems. GCE-GNN [43] converts the session sequences into
session graphs and constructs a global graph to enhance global item
transitions. DHCN [46], SHARE [40] and HIDE [24] utilize hyper-
graph [1, 10] to model the high-order item transitions. However, all
those methods ignore the impact of spatiotemporal context, which
is an important factor besides users’ internal interests.
Spatiotemporal Activity Prediction. Spatiotemporal activity
prediction aims to predict user activities at a specific location
and time. Early studies [2, 9, 26, 49, 52] model the user’s histor-
ical spatiotemporal data as tensor and conduct tensor factoriza-
tion [34] to learn latent feature, such as MCTF [2]. Fan et al. [9]
combine tensor factorization and transfer learning to recommend
user’s favorite apps with spatiotemporal context. Heterogeneous
graph [7, 11, 16, 27, 39, 41, 45], extending the model capability
with multiple types of nodes or edges, has been widely applied to
recommendation [3, 8, 12, 23, 30, 35, 42, 51]. Hence, graph mod-
els [25, 48, 50] are introduced in the spatiotemporal activity pre-
diction, which converts users, locations, time, and behaviors into
a heterogeneous graph. CrossMap [50] unifies different regions,
hours, and activities into a graph and learns the latent feature with
graph embedding. DisenHCN [25] adopts hypergraph to obtain
disentangled representations for spatiotemporal activity prediction.
However, these methods only utilize static behavior information
without considering the sequential patterns.

6 CONCLUSION AND FUTUREWORK
In this work, we study the new problem of spatiotemporal-aware
session-based recommendation. We propose to construct two types
of directed heterogeneous graphs, i.e. global information graph with
all sessions and session decision graph for the current session, to
model the complex relations among locations, time and items. We
develop a GNN-based method named STAGE, which performs inter-
session and intra-session propagation to obtain the embeddings
that contain spatiotemporal context information and make a better
recommendation. Extensive experiments on two real-world datasets
collected from Meituan demonstrate the superiority of our STAGE.
Further studies verify that STAGE can enhance the existing SBR
methods with acceptable extra time. For future work, we plan to
deploy online A/B tests to further evaluate the performance.
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