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Micro-video platforms such as TikTok are extremely popular nowadays. One important feature is that users

no longer select interested videos from a set; instead, they either watch the recommended video or skip to the

next one. As a result, the time length of users’ watching behavior becomes the most important signal for iden-

tifying preferences. However, our empirical data analysis has shown a video-length effect that long videos

can more easily receive a higher value of average view time, and thus adopting such view-time labels for

measuring user preferences can easily induce a biased model that favors the longer videos. In this article, we

propose a Video Length Debiasing Recommendation (VLDRec) method to alleviate such an effect for micro-

video recommendation. VLDRec designs the data labeling approach and the sample generation module that

better capture user preferences in a view-time-oriented manner. It further leverages the multi-task learning

technique to jointly optimize the above samples with the original biased ones. Extensive experiments show

that VLDRec can improve users’ view time by 1.81% and 11.32% on two real-world datasets, given a recom-

mendation list of a fixed overall video length, compared with the best baseline method. Moreover, VLDRec is

also more effective in matching users’ interests in terms of the video content.
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1 INTRODUCTION

Recommender systems, which can provide items that users may be interested in from a large
number of item candidates in a personalized way, are widely deployed nowadays for filtering
information or content. Recently, with the help of recommender systems, micro-video platforms
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Fig. 1. (a) TikTok (micro-video app), showing only one video at a time. (b) YouTube (video app), showing

multiple videos at a time; i.e., users need to click on the video of interest to watch.

such as TikTok1 have swept the world. In fact, there is a significant gap between the micro-video
recommender systems and the traditional video platforms, such as YouTube recommendations [7,
8].2 In traditional videowebsites, a user is always shown/recommended a list of videos, and then he
or she can select and click one video he or she feels interested in. As we have mentioned above, the
newmicro-video platform has completely upgraded the pipeline, of which the most representative
is TikTok. As shown in Figure 1(a) and 1(b), compared with YouTube, the video length is relatively
shorter, generally from tens of seconds to several minutes. The brand-new paradigm of user-video
interaction can be described as the videos continuously playing until the user slides down the
screen, after which another video shows in a similar way.
This difference in interaction manner has actually caused significant changes in recommender

systems. Specifically, for traditional video recommender systems, the main optimization goal is to
increase the user’s click-through rate (CTR). If the user clicks on a video, it can be considered
that the user is interested in this video and can be seen as a positive signal [7, 25]. However, in
the brand-new micro-video recommender systems, users do not click anymore since the videos are
automatically exposed and played. This means the recommender system can no longer obtain the
user’s interest through the “click” behavior. Instead, it can only collect a new kind of feedback, the
time length that the user watched the video.
An intuitive solution is to first train the model by predicting user-video view time length and

then recommending by ranking the predicted results from long ones to short ones. However, users’
interactions with longer-length videos naturally reach a longer view time more easily, which

1https://www.tiktok.com
2In fact, YouTube’s iOS app has also added a tab for micro-video recommendation recently.
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Fig. 2. Distribution of video length for all viewing records and the last viewing records before exiting the

app (on Wechat dataset).

results in a longer video being more likely to be recommended with such an intuitive solution.
We call this commonly existing phenomenon in micro-video platforms video-length bias, where
the longer-length videos are particularly favored in the above view-time-oriented recommenda-
tion scenario. Although it seems acceptable for the platform to recommend longer videos and
receive a generally higher value of total view time, the user engagement might be harmed for the
following two reasons. First, long videos more easily cause user fatigue, which has been confirmed
by our empirical data analysis of users’ exit behavior in a micro-video platform, Wechat3 Chan-
nels. As shown in Figure 2, the last-watched video before a user exits the platform tends to be
longer than other ones. Second, this unfair advantage of long videos during the learning process
possibly includes those undesirable or low-quality videos in the major group, which is known as
bias amplification and further hurts recommendation accuracy [39]. Therefore, in this article, we
focus on alleviating the above video-length bias for micro-video recommendation.
Similar to previous studies of popularity bias and position bias in recommender systems [1, 15],

the collected data with video-length bias also exhibits distorted user preferences, where longer
view timemight be caused by longer video length instead of user satisfaction. However, this new re-
search problem faces two unique challenges that rule out the off-the-shelf debias solutions in other
problems like popularity bias and position bias. First, the continuous characteristics of both

video length and view time largely increase themodeling difficulty of unbiased learning.4

On the one hand, characterizing the effect of a continuous attribute, i.e., video length in our case,
generally requires a suitable quantization to avoid data sparsity. On the other hand, learning with
the continuous view-time label may suffer from the extreme values that worsen the variance issue
of previous unbiased learning methods like inverse propensity scoring (IPS) [2, 19]. Second,
the complex relation between video length and view timemakes it non-trivial to identify

true user preferences. Generally, in previous studies, the bias factor either impacts the observa-
tion probability of a specific item, as in cases of popularity bias or position bias, or correlates with
users’ intrinsic interests among different item groups, as in the phenomenon of bias amplification.
However, in our case of video-length bias, the bias factor, i.e., the video length, directly impacts

3https://www.wechat.com/en
4Video length and view time both have a time unit of millisecond, and they are almost continuous.
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the measurement of the preference indicator, i.e., the view time, making it challenging to define a
proper label that can represent user preferences in view-time-oriented recommendation scenarios.
In this article, we propose a micro-video recommendation approach named Video Length

Debiasing Recommendation (short for VLDRec) to alleviate the video-length effect. To overcome
the first challenge of modeling continuous video-length effect and continuous view-time labels, we
first devise a suitable video grouping based on video length, which is motivated by an important
data observation that videos with similar time lengths have a similar distribution of completion
rate. Then we adopt a simple workaround to continuous label issues by following a learning-to-
rank modeling framework. In terms of the second challenge in handling the complex relation
between video length and view time, we leverage two bias-alleviating data labeling approaches
that can better capture users’ real preferences regardless of video length. Combined with a length-
conditioned sample generation module and a multi-task user preference learning strategy, our
proposed VLDRec can achieve an undistorted model training process with the collected view data
under a severe video-length bias. Moreover, besides the model training, to ensure fair comparisons
regardless of the observed biased video-length effect, VLDRec further incorporates a simple but
undistorted Top-T metric for evaluating model performance in the micro-video recommendation.
To summarize, the major contributions of this work are as follows:

• Different from traditional recommender systems, we approach the brand-new problem in
the micro-video recommendation, in which the biased video-length effect widely exists and
may worsen the recommendation performance.
• Motivated by empirical observations regarding the relationship between video length and
view time, we propose a novel and general micro-video recommendation method includ-
ing the three parts of bias-alleviating data labeling, length-conditioned sample generation,
and multi-task user preference learning, which further incorporates a length-invariant Top-
T evaluation metric to alleviate the video-length effect in both modeling training and
evaluation.
• We conduct extensive experiments on both public and industrial datasets, and the experi-
mental results demonstrate the effectiveness of our proposed VLDRec method in terms of
both longer view time and higher user interest fitness.

The rest of this article is as follows. We discuss the related works in Section 2. In Section 3,
we present the motivation from real-world data and formulate the research problem. We then
introduce our proposedVLDRecmethod in detail in Section 4.We conduct experiments in Section 5.
Finally, in Section 6, we conclude the article and discuss future works.

2 RELATEDWORKS

2.1 Debias in Recommendation

In the recommender system, bias has a variety of sources [5]. Common bias includes popular-
ity bias [27], which is caused by popular items being more exposed; selection bias [28], which
is caused by the fact that users only select items they are interested in; and exposure bias [11],
which is caused by the fact that users can only interact with exposed items. To alleviate these bi-
ases, IPS [2, 19, 29, 32] and its improved methods [4, 16] are the most commonly used debiasing
methods, whose main idea is lowering the weight of the items that have advantages in the rec-
ommended results. Therefore, the model will be less influenced by biased instances. In addition,
for the bias caused by missing or noisy data, it is usually solved by the relabel method, including
heuristic [34] ormodel-basedmethods [30, 43]. Also, IPS and relabel methods can be combined [36].
Besides, there are some recently proposed methods, such as the disentangling method [26, 42, 54],
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counterfactual method [44], or causal graph-based method [40, 46, 51]. These methods alleviate
the bias by designing unbiased training targets or instances or adjusting the prediction results of
the model based on mathematical principles. These methods all have some effect on the biases
they deal with. Although there has been a lot of related work on debiasing recommender systems,
most of these biases will only affect the display of recommendation results. However, this article
focuses on a different problem where the video length directly affects the label of the samples.
Another angle of analyzing the possible impact of the video-length effect is fairness [22], as the
biased modeling among videos of different video lengths can induce unfair exposure favoring long
videos [21, 37].

Moreover, we notice that there are some concurrent works that propose a debiasing recommen-
dation method to handle duration bias in micro-video recommender systems [49, 53]. Although
this duration bias problem is similar to the aforementioned video-length effect, we propose to
alleviate the biased effect by following the idea of regularization [5], i.e., learning intrinsic user
preferences from less biased feedback data, while the above concurrent work [49] follows the idea
of causal inference and another work [53] proposes a new unbiased prediction objective to remove
bias and optimizes this objective by adversarial learning.
In general, compared to the related work on debiasing in recommender systems, our work fol-

lows a data-driven paradigm, designing a bias-alleviating method motivated by empirical observa-
tions instead of directly relying on theories like causal inference, and is optimized for user viewing
time goals, which is a key performance indicator in micro-video recommendations. Besides the
learning method, we further incorporate a length-invariant Top-T evaluation metric to alleviate
the video-length effect in both model training and evaluation.

2.2 Video Recommendation

Video recommendation is an important topic in the recommender system. In terms of content and
user interface, there are some differences between video recommendation and recommender sys-
tems suitable for e-commerce, news, or other scenarios. On the one hand, due to the large amounts
of multimedia information and features in videos, some works try to effectively utilize the visual
or multimedia features in videos [6, 48]. These works focus on how to extract effective features or
mix multimodal features. On the other hand, in the scenario of video recommendation, some user
behaviors and patterns are different from other scenarios, such as accidentally watching behav-
ior [45], dynamic interest [24, 25], purchase intention through disseminating micro-videos [20],
multimodal interests [14, 38], and other implicit and explicit feedback [10, 35].

Although there have been various works related to video recommendation, our work does not
focus on how to extract and utilize the multimedia features of videos or user behaviors. We mainly
focus on the biased video-length effect in recommendation due to changes in the user interface in
micro-video platforms and try to alleviate this bias as much as possible, so the recommendation
model can accurately identify user preferences.

3 PROBLEM FORMULATION AND DATA OBSERVATION

We first give the problem formulation of the micro-video recommendation that mainly aims to
maximize users’ view time. Then we conduct a preliminary analysis on collected user-video inter-
action data, which motivates our design of the proposed VLDRec method.

3.1 Problem Formulation

Let U = {u1,u2, . . . ,uM } and V = {v1,v2, ...vN } denote a set of M users and a set N videos,
respectively. The video length of vj is represented as lj . For each user ui ∈ U , given the set of
his or her historical interactions Sui , each (vk , tik ) ∈ Sui representing ui has watched vk with a

ACM Transactions on Information Systems, Vol. 42, No. 2, Article 44. Publication date: November 2023.
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Table 1. The Description of Notations

Notations Description

U , V Set of users and videos
M , N The size of user sets and video sets
ui , vj The specific user and video
ui , vj The embedding of a specific user and video
lj The length of video j
ti j The view time of video j watched by user i
pi j The play progress of video j watched by user i
Sui The set of videos watched by user i
дv The vth group of video sets
vun
k

Video k sampled from the group of positive instance

τ Threshold for pointwise hard labeling
α , β Hyper-parameter of multi-task learning and sampling
θ Model parameter

LBPR The BPR loss function
f The preference score prediction function for users and videos

Ψ̂uni The uniform sampler
S−ui ,vj The set of videos watched by user i with shorter view time compared with (ui ,vj )

length of tik , and the target is to recommend a new video vj ∈ {vk |vk ∈ V ∧ vk � Sui } with the
highest view time t̂i j . Specifically, we formulate this task as a learn-to-rank problem by learning
a scoring function f (ui ,vj ) to indicate ui ’s preference on vj , which measures ui ’s willingness to
watch vj with a long time ti j instead of skipping to a next recommended video. When user ui
watches a video vk with time tik , the triplet (ui ,vk , tik ) is defined as a sample. If pik ≥ 1, then the
sample is a completed sample.
The notations we use and their descriptions are shown in Table 1.

3.2 Data Observation

In order to investigate and understand user behaviors in micro-video recommendation scenar-
ios, we choose two large-scale datasets collected from two leading micro-video platforms, i.e.,
Kuaishou5 and Wechat Channels.6 We leave the detailed descriptions of the above two datasets
for Section 5. Here we focus on two indicators of user engagement on recommended micro-videos,
i.e., view time and completion rate [52]. The former is intuitive, but we will highlight its poten-
tial bias in favoring longer videos by illustrating its relationship with video length in Figure 3(a)
and 3(b). Comparatively, the latter counts the proportion of completed plays for a specific video,
which is normalized into [0, 1] by considering both view time and video length. Mathematically,
the completion rate ofvj is equal to the number of completed samples (i.e., t•j ≥ lj ) divided by the
total number of samples corresponding to the video, which is as follows:

Completion_ratev =
#completed_samplesv

#All_samplesv
. (1)

In Figure 4, by analyzing the distribution of the completion rate (p25, p50 values) for micro-videos
with the same video length, we demonstrate that this metric is much fairer when comparing users’
preference among micro-videos with similar video lengths.

5https://www.kuaishou.com/en
6https://channels.weixin.qq.com
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Fig. 3. Average view time of videos of different lengths.

Specifically, our preliminary analysis has the following two key observations:

• Long videosmuchmore easily receive a higher value of average view time.As shown
in Figure 3(a) and 3(b), real-world data in both Kuaishou andWechat follow a similar pattern
that the average view time is nearly linear to the increasing video length. Consequently,
view time is a biased metric when measuring a user’s preference on a micro-video without
considering the specific video length. This can lead to severe performance degradation when
we attempt to capture user preference with traditional approaches like regression.
• Videos with similar time lengths have a similar distribution of completion rate. As
shown in Figure 4(a) (Kuaishou), by illustrating the p75 (the third quartile, i.e., ranked at the
top 25%) and p50 (the median) distribution values of micro-videos ranging from 1s to 59s,
we can roughly divide them into five groups according to video length, with the flat curve
within each group representing a similar distribution pattern. Specifically, these five groups
are [1 − 8s, 8 − 18s, 19s − 30s, 31s − 40s, 41 − 59s]. For example, we can observe that micro-
videos ranging from 30s to 40s tend to have a completion rate of about 0.5 (p75). Similarly,
for the Wechat Channel dataset (Figure 4(b)), the suitable grouping is [0 − 13s, 14 − 20s,
21−30s, 31−41s, 42−59s, 60−92s, 93−120s]. In a word, to capture unbiased user preference
from their viewed micro-videos, one needs to extract pairwise ranking relations conditioned
on the video length.

In short, there exists a bias of video length in video-watching behaviors.

4 METHOD

The proposed VLDRec method models user preferences in a view-time-oriented learning-to-rank
manner, where two specific labeling approaches are designed to alleviate the video-length effect
that can distort the learned user preference. Motivated by previous analysis regarding the biased
preference signal of view time, VLDRec further integrates a length-conditioned sample generation
module, which is jointly optimized via multi-task learning. Moreover, to better evaluate micro-
video recommendation models, VLDRec adopts a simple but effective Top-T evaluation metric
that can make fair comparisons regardless of the observed biased video-length effect. The overall
framework of VLDRec is shown in Figure 5.

ACM Transactions on Information Systems, Vol. 42, No. 2, Article 44. Publication date: November 2023.
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Fig. 4. The relationship between completion rate and video length (aggregated statistics every 1 second).

Fig. 5. Overall framework of VLDRec.

4.1 Labeling Approach for View-time-oriented Learning-to-rank

For the micro-video recommendation problem defined in Section 3.1, we adopt a learning-to-rank
approach that trains a model to recommend micro-videos with a large probability of generating
user engagement, i.e., views.
Generally, to learn recommender models from implicit feedback, Rendle et al. [31] proposed the

Bayesian Personalized Ranking (BPR)method, which assumes that a positive instance should
be predicted with a much higher score over the negative one. Based on BPR, the training objective
of the recommender model can be formulated as minimizing the following loss function:

LBPR =
∑

(ui ,vj )∈Sui
− lnσ ( f (ui ,vj ) − f (ui ,vk )),

where vk ∼ Ψ̂uni (S
−
ui ,vj

).

(2)

For each user ui , the predicted preference score on micro-videos is denoted as f (ui , •). The neg-
ative instance vk is generated by a uniform sampler Ψ̂uni that takes the candidate set S−ui ,vj as
an input, while the positive instance i is randomly chosen from ground-truth set Sui . Minimizing

ACM Transactions on Information Systems, Vol. 42, No. 2, Article 44. Publication date: November 2023.
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LBPR is equivalent to maximizing the margin between f (ui ,vj ) and f (ui ,vk ), which encourages
the recommender to learn the pairwise ranking relation of user preference between vj and vk .

Therefore, an intuitive solution for solving the micro-video recommendation problem is directly
putting the instances with longer view time ahead of thosewith a shorter length. Specifically, when
S−ui ,vj is the set of past instances with shorter view time than current positive instance (ui ,vj ), i.e.,

{(ui ,vk ) |tik < ti j }, the trained model is able to recommend micro-videos that may be watched
longer by users. However, as we discussed in the preliminary analysis, the indicator of view time
suffers from the biased video-length effect by favoring longer videos, which may cause the distor-
tion of learned user preference.
In our proposed VLDRec model, we instead choose to measure user preference based on an-

other indicator of play progress, i.e., pi j = ti j/lj . Specifically, we adopt two different definitions
of progress-based labels. The first is pointwise hard labeling depending on whether pi j exceeds a
certain threshold τ . Motivated by the previous observation that videos with similar time lengths
have a similar distribution of completion rate, we set τ as τ (lj ), relevant to the video length lj .
According to our analysis in Figure 4, the micro-videos can be divided into several groups based
on their length, i.e., {д1,д2, ...дV }, where V is 5 (Kuaishou) and 7 (Wechat Channel), respectively.
For these two datasets, we decided the boundary value of video length in each group by checking
whether at least one of the Top 25% and Top 50% curves in Figure 4 would go through a significant
change (i.e., from decreasing to non-decreasing or from increasing to non-increasing) at this point
compared with neighboring points This operation is performed manually. Thus, we allow videos
within the same group sharing the same τ = τ (lj ) = τ (д). Without loss of generality, τ (д) for each
group is set as the p80 value of the play progress distribution. In other words, the top 20% samples
ranked by their play progress values are considered as positive instances under this pointwise hard
labeling.
Besides, we also use another pairwise margin-based labeling. It sets a constraint that there

should exist a margin ϵ between the progress values of a positive instance (ui ,vj ) and a negative
instance (ui ,vk ), i.e., satisfying pi j − pik > ϵ . Compared with the above pointwise hard label-
ing, this pairwise labeling focuses on comparing two samples belonging to the same user, which
is more friendly to users with rich interaction history. Therefore, we leverage the advantages of
both approaches by switching between them, which is controlled by hyper-parameters β .
In Figure 6, we plot the positive and negative sample distribution under the above three labeling

strategies, respectively, in terms of both video length (x-axis) and view time (y-axis). Specifically,
we uniformly sample 2,000 training samples in one epoch to obtain the population. As illustrated
in Figure 6(a), negative samples tend to be located in the bottom-left corner, i.e., with both short
video length and short view time. For our proposed two strategies, the distribution of negative
samples extends from bottom left to upper right, indicating a better discriminative capability of
the learned model, as videos with long duration and long view time can also be possibly cho-
sen as negative samples. Compared with the pointwise hard labeling (Figure 6(b)), the pairwise
margin-based labeling (Figure 6(c)) generates more similar distributions among positive samples
and negative samples, which both have multiple centers of both positive and negative samples,
and can serve as a complement to the former.

4.2 Length-conditioned Sample Generation

Our previous observation shows that completion rate distribution stays stable conditioned on the
video length. Thus, it is reasonable to draw a conclusion that, among twomicro-videos with similar
time length, a user favors the one with higher play progress (i.e., longer view time). Inspired by
this, we are able to alleviate the biased video-length effect by learning pairwise rank relations

ACM Transactions on Information Systems, Vol. 42, No. 2, Article 44. Publication date: November 2023.
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Fig. 6. Correlations between video length and view time of positive (or negative) samples under different

labeling strategies.

among videoswithin the same group, which is achieved by a length-conditioned sample generation
module. Specifically, for each sample (ui ,vj ), we additionally choose a video vun

k
from the group

corresponding to video vj to construct another training pair. The labels of vj and v
un
k

are defined
similarly as introduced before.
The complete process of generating training samples is shown in Algorithm 1, which contains

two parts of samples, one with video-length effect and the other with alleviated effect. Specifically,
if the current training pair uses the pointwise hard labeling, the candidate sets for sampling S−ui ,vj
are {(ui ,vk ) |(tik < τ (д) ∧ ti j > τ (д)) ∨ (tik > τ (д) ∧ ti j < τ (д))} and {(ui ,vunk ) |(tik < τ (д) ∧
ti j > τ (д) ∧ vun

k
∈ д(vj )) ∨ (tik > τ (д) ∧ ti j < τ (д) ∧ vun

k
∈ д(vj ))}. Otherwise, the current

training pair uses the pairwise margin-based labeling, and S−ui ,vj are {(ui ,vk ) | |pik − pi j | > ϵ } and
{(ui ,vunk ) | |pik − pi j | > ϵ ∧vun

k
∈ д(vj )}.

4.3 Multi-task User Preference Learning

In this part, we design amulti-task learningmodel that enables joint optimizationwith two parts of
samples. Specifically, it contains a shared embedding module and two independent feed-forward

neural networks (FNNs) used for learning and predicting user preference from two types of
samples, respectively. First, for instances (ui ,vj ), (ui ,vk ),(ui ,v

un
k

), the shared embedding module

ACM Transactions on Information Systems, Vol. 42, No. 2, Article 44. Publication date: November 2023.
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ALGORITHM 1: Length-conditioned Sample Generation Algorithm

Require: Positive instance (ui ,vj ), where vj ∈ дv and hyper-parameter β , τ , ϵ
1: p = rand()
2: if p < β then

3: //General sample
4: sample vk from Sui where (tik < τ (д) ∧ ti j > τ (д)) ∨ (tik > τ (д) ∧ ti j < τ (д))
5: // Length-conditioned
6: sample vun

k
from Sui ∩ дv where (tik < τ (дv ) ∧ ti j > τ (дv )) ∨ (tik > τ (дv ) ∧ ti j < τ (дv ))

7: else

8: //General sample

9: sample vk from Sui where
�
�
�
pi j − pik ��

�
> ϵ

10: // Length-conditioned

11: sample vun
k

from Sui ∩ дv where
�
�
�
pi j − pik ��

�
> ϵ

12: end if

13: return Positive instance (ui ,vj ) and negative instances (ui ,vk ), (ui ,v
un
k

)

ALGORITHM 2: Overall Procedure of VLDRec

Require: U , V , {lj } and training instances {ui ,vj , ti j }, Randomly initialize θ
1: calculate Completion_ratev for v ∈ V
2: generate video groups {дv }
3: while Stoppinд criteria is not met do
4: generate negative instances (ui ,vk ), (ui ,v

un
k

) by Algorithm 1 for positive instance (ui ,vj )
5: calculate L1, L2 and L by Equation (3)
6: update model parameter θ by minimizing L
7: end while

outputs (ui , vj ), (ui , vk ), and (ui , v
un
k
) through an embedding map. These embeddings are further

constructed into two training pairs, i.e., {(ui , vj ), (ui , vk )} and {(ui , vj ), (ui , vunk )}. Then, the corre-
sponding FNN for each training pair can generate the preference scores that are used for training or
prediction. Note that these two networks do not sharemodel parameters and can be any commonly
used recommendation models like NFM [18], DeepFM [17], AutoInt [33], and so forth. Finally, a
multi-task-learning-based training process is conducted to jointly learn user preference from both
parts of training samples, i.e., one with biased observation affected by video length and the other
with debiased manipulation. Here we use the aforementioned BPR loss [31] and then add the two
losses by linear weighting to get the final loss and use it for backpropagation. The formula is as
follows:

L1 = LBPR ( f (ui , vj ), f (ui , vk )),

L2 = LBPR ( fun (ui , vj ), fun (ui , v
un
k
)),

L = α ∗ L1 + (1 − α ) ∗ L2,
(3)

where f and fun respectively denote the model used for two parts of training data.
So far, we have completed the training process of VLDRec, and the overall procedure is shown

in Algorithm 2.

4.4 Length-invariant Top-T Evaluation Metric

In both literatures and practices on personalized recommender systems [41, 47], Top-K-based
metrics are widely used for evaluating models, such as Recall@K or NDCG@K . However, in
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micro-video recommendation scenarios, as mentioned above, users can only watch one video at
a time and the video is automatically played, so the objective is to maximize users’ total view
time, which depends on whether the recommendation model can capture the real user preference
instead of the distorted one based on biased observations (i.e., longer videos receive longer view
time). Specifically, imagine an extreme case where a model always recommends micro-videos with
a long length; a user’s View_Time@K , which is defined as

View_Time@K =
K∑
j=1

ti j , (4)

may still be fairly good even if he or she completes none of the recommended micro-videos. There-
fore, we argue that the Top-K-based metric is not suitable for view-time-oriented recommendation
tasks.
To better evaluate micro-video recommendation models from a fair angle, we propose a new

Top-T recommendation protocol where each time a list of videos is recommended and the total
length of these videos is fixed as T , the list length K can be a variable. Mathematically, the metric
View_Time@T is defined as follows:

View_Time@T =
n∑
j=1

ti j ,

where
n∑
j=1

lj = T .

(5)

If the total video length exceeds T , the last video length and the corresponding user’s view time
will be adjusted proportionally, so that the total video length exactly equals T . Compared with
View_Time@K ,View_Time@T emphasizes the importance of play progress, which penalizes the
extreme case where only long videos are recommended but the corresponding play progress is low.
However, it is noteworthy that, though similar, View_Time@T is intrinsically different from the
average progress metric, as it gives a comprehensive account of both play progress and total view
time.

4.5 Discussion

Regarding the video-length bias problem in micro-video recommendations, as mentioned above,
there have been some related works. While the methods used may vary, the common objective
is to mitigate the influence of video length on the recommendation model. From the perspective
of causal inference, video length is a confounder between user and video. Therefore, the key to
alleviating the bias is to alleviate the impact of the confounder. Existing related works attempt to
achieve this by employing backdoor adjustment [49] or designing prediction targets independent
of video length [53].

In our research, we conducted empirical data analysis and discovered that longer videos tend to
have a higher average view time. Interestingly, this finding has also been directly utilized as prior
information in two other related works [49, 53]. Consequently, our approach to mitigating the
confounding effect involves generating length-conditioned samples to construct unbiased datasets.
Notably, this idea aligns with the theoretical support for causal inference, which is also shared by
the related works.

5 EXPERIMENTS

We aim to answer the following three research questions (RQs) in experiments:
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Table 2. Basic Information of Datasets

Dataset Kuaishou Wechat

#Samples 1,945,502 3,264,803
#Users 9,829 54,595
#Videos 136,317 62,569
Average video length 17.54s 32.97s
Max video length 60s 120s
Average view time 14.78s 26.32s

• RQ1: How does our proposed VLDRec model perform compared with state-of-the-art micro-
video recommendation methods? More specifically, does VLDRec successfully alleviate the
video-length effect that troubles common practice in previous solutions?
• RQ2: Can the modules of our model work well, including the debias sampling strategy and
the multi-task-learning-based model design?
• RQ3: Can the VLDRec capture user preference onmicro-videos in terms of other dimensions
besides view time?

5.1 Experimental Settings

5.1.1 Dataset and Data Preprocessing. We conduct extensive experiments on two real-world
datasets collected from popular micro-video applications, Kuaishou and Wechat Channels. The
Kuaishou dataset is a public dataset7 that has been used in a previous work [23]. Since the op-
timization goal of this work is the user’s click behavior rather than the viewing time, which is
different from our task, we do not use this work as our baseline. The Wechat dataset is collected
from real industrial scenarios. Besides, we only keep the instances that users have clicked and
watched, as those non-click videos are not watched and do not match the optimization objective
in the micro-video recommendation task. It should be noted that in the original data, the Wechat
dataset contains timestamps, but the Kuaishou dataset does not contain them. Therefore, data
analysis like Table 2 can only be performed on the Wechat dataset.
It is noteworthy that in micro-video applications, each video is automatically played. Unless the

user slides down to the next video, the current video will be played repeatedly. Therefore, samples
that are played too many times may be abnormal, and we deleted samples where the video is
played more than 3 times (pi j > 3) repeatedly in two datasets. At the same time, according to the
difference among the datasets, we deleted a small number of samples where the video length is
very long. In the two datasets, the threshold is set to 60 seconds and 120 seconds, respectively.

Table 2 summarizes some basic information about the datasets we used. Since the two datasets
do not contain the timestamp, we randomly split 10% as the validation set and 20% as the test set.
According to the length of the video, we divided the Kuaishou and Wechat datasets into five and
seven groups, respectively. More details about grouping have been described in Section 4.1. The
features we use include user_id , video_id and video_lenдth, as we aim to evaluate the proposed
VLDRec model in a general experimental setting.

5.1.2 Baseline. We compare the proposed VLDRec with three categories of baseline methods.
The first category is two regression-based methods that are widely used in industrial micro-

video recommender systems:

7https://github.com/liyongqi67/ALPINE
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• TimeRegression (TReg). This is an intuitive method that takes the length of time the user
watched the video as the target(ti j ) and sorts according to the predicted view time, so as to
obtain the final recommendation result.
• RateRegression (RReg). This baseline regresses the view progress of each sample (pi j ), and
then the predicted view time is obtained by multiplying the predicted score by the video
length.

The next category is two ranking-based methods that follow a similar idea of learning-to-rank
as ours in solving the micro-video recommendation task:

• TimeRanking (TRank). This method learns to rank according to the view time of the
instances, where the negative instances are randomly sampled from the videos watched by
the user of the positive instance. Based on our proposedmulti-task learning framework, only
biased datasets are used for ranking training in this method; that is, the weight of multi-task
is set to 0. It is a de-generated model that there is no unbiased dataset to help learn unbiased
representations; directly ranking the samples on the biased dataset may cause a large bias
in the recommended model obtained by training.
• RateRanking (RRank). This method learns to rank according to the play progress of the
instances, and its sampling strategy is consistent with the TimeRanking method. It should
be noted that since the prediction score obtained by the ranking method is not an accurate
value, it does not need to be multiplied by the video length but is directly used for ranking
and recommendation.

The final category is five unbiased recommendation methods that try to learn an unbiased rec-
ommender model by removing the video-length effect:

• IPS [19, 32]. The inverse propensity score method estimates the bias by re-weighting each
instance. For those items that have a greater advantage in recommendation due to bias, the
IPS method reduces the weight of these instances to achieve a balance in recommendation
results. In our experiment, the weight of each instance is set to the inverse of the video
length of each instance; that is, the longer the video length, the lower the weight of the
instance.
• IPS-C [4]. This method uses max capping to limit the value of IPS, so that the range of IPS
values is limited, thereby reducing the variance of the score and enhancing the stability of
the model.
• IPS-CN [16]. On the basis of max capping, this method normalizes the value of IPS, so that
the variance of the IPS is further reduced.
• IPS-CNSR [16]. On the basis of normalization, this method adds smoothing operations for
the value of IPS.
• CausE [3]. It is trained through a large biased dataset and a small unbiased dataset. By using
two models to model two datasets respectively, and using L2 regularization to constrain the
embedding of the two models, the impact of the bias of the model can be reduced. In our
experiment, the unbiased dataset is obtained by sampling from the same group of the video
of the positive instance, which is consistent with part of our VLDRec model.
• DecRS [39]. The algorithm avoids the impact of confounders by inserting a backdoor ad-
justment operator into the existing model and solves the problem of infinite sample space
through an approximation algorithm.
• DVR [53]. This algorithm designs a new unbiased metric named WTG as the prediction
target and trains the model through adversarial learning.
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Table 3. Search Range of Hyper-parameters

Hyper-parameter Range

lr {0.005, 0.001, 0.0005, 0.0001}
dropout [0, 1]
α {0.1, 0.3, 0.5, 0.7, 0.9}
β {0.1, 0.3, 0.5, 0.7, 0.9}

5.1.3 Evaluation Method. Since the proposed VLDRec is mainly aimed at the ranking stage
in recommendation, we only use the collected records to construct recommendation lists. For the
samples in the test set, we first aggregated them according touser_id . Then, for each user, a recom-
mendation list is generated by sorting candidate micro-videos according to prediction scores and
selecting the top ones. The final evaluation metrics are obtained by first calculating the per-user
value and then averaging among all users.

First of all, we mainly use view time metrics in experiments, including View_Time@T and
View_Time@K , where the former is less affected by biased observations and formally defined
in Section 4.4. AlthoughView_Time@K favors longer videos and cannot reflect users’ real prefer-
ences, we still use this metric to highlight the spurious goodness of fit of prevailing solutions.
Moreover, besides the view time, we also leverage category information of micro-videos to mea-

sure whether our recommendation reflects users’ actual preferences. Specifically, for Top-K recom-
mended videos of each user, we calculate size of intersection and Jensen–Shannon divergence

(JSD) [12] by comparing them with the actual Top-K viewed videos ordered by view time. The
first metric, size of intersection, is in [0,K]. As for JSD, it is defined as

JSD(P | |Q ) = H
(P +Q

2

)
− 1

2
(H (P ) + H (Q )),

where H is the Shannon entropy, and P andQ are distributions. Lower JSD denotes a closer distri-
bution between the recommendation and real data, indicating a better reflection of user preference.

5.1.4 Implementation Detail. For all methods, we use NFM [18], DeepFM [17], and AutoInt [33]
as base models. The embedding size for each feature of all methods is set to 8 and the batch size is
set to 1,024. The number of hidden layers of the deep part of the NFM model is set to {32, 16}. For
the regression method, we use MSE loss. In all experiments, we use the Adam optimizer. Hyper-
parameters such as learning rate and dropout are obtained through grid search. The search ranges
are shown in Table 3. The code and dataset are avaliable.8

5.2 Performance Comparison (RQ1)

5.2.1 Overall Performance. The overall experimental results are shown in Tables 4 to 7 w.r.t.

View_Time@T . From the above results, we have the following observations:

• VLDRec significantly improves the recommendation performance by alleviating

the video-length effect and capturing real user preferences regardless of the video

length. Compared with the best-performing baseline, it outperforms by 1.81% and 11.32%
w.r.t. View_Time@120 in Kuaishou and Wechat with NFM as the base model, respectively.
At the same time, when using DeepFM and AutoInt as the base model, VLDRec also achieved
at least 5.49% and 7.31% improvements w.r.t.View_Time@120, respectively. It demonstrates
that actively removing the biased effects introduced by video length is vital for learning user
preferences among different micro-videos.

8https://github.com/SpongeBobSquarePants111/VLDRec
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Table 4. Overall Performance Comparison between Our Proposed Method and

Baselines on Kuaishou with NFM as Base Model (RelaImpr Is Shorthand for

Relative Improvement)

Metric View_time@120 RelaImpr View_time@240 RelaImpr

TReg 35.78 25.66% 66.69 23.51%
RReg 25.13 78.91% 37.32 120.71%
TRank 40.87 10.01% 78.79 4.54%
RRank 43.94 2.32% 81.93 0.54%
IPS 40.31 11.54% 77.51 6.27%
IPS-C 43.36 3.69% 80.99 1.70%
IPS-CN 41.62 8.02% 79.03 4.23%
IPS-CNSR 41.80 7.56% 79.75 3.29%
CausE 42.14 6.69% 80.11 2.82%
DecRS 44.16 1.81% 71.69 14.90%
DVR 40.22 10.54% 79.47 3.52%

VLDRec 44.96 – 82.37 –

• VLDRec better resists the noisy preference signal in biased observation. Correspond-
ing to our aforementioned problem of using a view-time-based signal, we observe a signif-
icant performance degradation with two regression methods that are common practice in
most companies, i.e., TimeRegression and RateRegression. Specifically, VLDRec outperforms
the best of them by 25.66% in Kuaishou and 137.30% in Wechat w.r.t. View_Time@120 with
NFM as the base model, respectively. At the same time, VLDRec outperforms the best of
them by 92.04% and 17.56% with DeepFM and AutoInt as the base model, respectively. The
observed huge performance gap demonstrates that directly using observed view time (or
play progress) as the label can be biased and lead to distorted preference learning. Con-
trastively, VLDRec successfully bypasses this by learning pairwise ranking relations of user
preferences among micro-videos with similar time lengths.
• VLDRec further improves the informativeness of training samples by selecting

training pairs conditioned on video length. By choosing pairs of micro-videos with sim-
ilar time lengths, VLDRec not only alleviates the existing bias in observed data but also
leverages the advantage of hard negative sampling that is proven to be useful in improving
recommendation performance [9, 50]. Intuitively, for a specific sample (ui ,vj ), choosing a
negative sample from the same group as vj is much more informative for model learning
than a different group where video length is shorter. Therefore, compared with those unbi-
ased learning baselines including IPS based, CausE, DecRS, and DVR, VLDRec outperforms
by a largemargin. Specifically, IPS-basedmethods suffer from the large variance issue, result-
ing in unstable performance, as shown in Tables 4 to 7. As for CausE, DecRS, and DVR, they
perform fairly competitively but cannot beat VLDRec, as they are not elaborately designed
for a view-time-oriented recommendation task.

5.2.2 Biased Learning of Common Practice. The above performance comparison has demon-
strated the superiority of VLDRec in recommending micro-videos that indeed match user interest
and thus generate user engagement. In this part, we further answer the question on how VLDRec
alleviates the video-length effect that existed in previous solutions.
We first present the recommendation performances of each video-length group (i.e., {дv }) w.r.t.

View_Time@K . Specifically, for each user, only the Top-K micro videos belonging to a certain
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Table 5. Overall Performance Comparison between our Proposed Method and

Baselines on Kuaishou with DeepFM as Base Model (RelaImpr Is Shorthand for

Relative Improvement)

Metric View_time@120 RelaImpr View_time@240 RelaImpr

TReg 25.01 92.04% 52.13 67.10%
RReg 25.75 86.52% 41.37 110.56%
TRank 45.53 5.49% 83.39 4.46%
RRank 38.27 25.50% 79.31 9.83%
IPS 35.52 35.22% 75.70 15.07%
IPS-C 36.01 33.28% 76.50 13.87%
IPS-CN 35.58 34.99% 76.50 13.87%
IPS-CNSR 37.61 27.71% 79.06 10.18%
CausE 36.19 32.72% 76.84 13.37%
DecRS 37.26 28.90% 63.05 38.16%
DVR 38.01 20.86% 83.38 4.28%

VLDRec 48.03 – 87.11 –

Table 6. Overall Performance Comparison between Our Proposed Method and

Baselines on Kuaishou with AutoInt as Base Model (RelaImpr Is Shorthand for

Relative Improvement)

Metric View_time@120 RelaImpr View_time@240 RelaImpr

TReg 40.09 17.56% 65.68 21.92%
RReg 22.36 110.78% 35.00 128.80%
TRank 37.37 26.12% 66.16 21.04%
RRank 34.23 37.69% 61.72 29.75%
IPS 41.86 12.59% 71.75 11.61%
IPS-C 40.39 16.69% 69.38 15.42%
IPS-CN 40.38 16.72% 69.53 15.17%
IPS-CNSR 43.92 7.31% 74.90 6.92%
CausE 42.55 10.76% 72.20 10.91%
DecRS 43.18 9.15% 76.02 5.34%
DVR 38.15 19.05% 74.21 7.33%

VLDRec 47.13 – 80.08 –

group are recommended and View_Time@K is used for evaluation. As the recommended videos
are of a similar time length, View_Time@K is freed from the aforementioned problem of favor-
ing longer videos. As shown in Tables 8 and 9, surprisingly, we observe that TimeRegression,
RateRegression, and DecRS perform rather competitively in each video group. Specifically, for
the Kuaishou dataset, the TimeRegression and RateRegression methods beat VLDRec in all five
groups and DecRS beat VLDRec in four groups. As for the Wechat dataset, DecRS beats VLDRec
in all groups, while TimeRegression outperforms in longer video groups (60–120s) and RateRe-
gression outperforms in shorter ones (0–59s). The above observation implies that these methods
are able to learn user preferences among micro-videos with similar time lengths, even better than
the proposed VLDRec. However, this is in conflict with the overall performance comparison in
Tables 4 to 7, where regression-based methods are reported to suffer from significant performance
degradation and DecRS doesn’t perform well.
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Table 7. Overall Performance Comparison between Our Proposed Method

and Baselines on Wechat with NFM as Base Model (RelaImpr Is Shorthand

for Relative Improvement)

Metric View_time@120 RelaImpr View_time@240 RelaImpr

TReg 12.52 137.30% 27.16 97.05%
RReg 12.17 144.12% 21.49 149.05%
TRank 23.50 26.43% 48.10 11.27%
RRank 22.84 30.08% 47.01 13.85%
IPS 22.73 30.71% 46.26 15.69%
IPS-C 22.45 32.34% 47.65 12.32%
IPS-CN 23.53 26.26% 47.40 12.91%
IPS-CNSR 23.55 26.16% 47.07 13.70%
CausE 26.69 11.32% 51.59 3.74%
DecRS 24.54 21.06% 43.23 23.80%

VLDRec 29.71 – 53.52 –

Table 8. Performance Comparison w.r.t.

View_Time@K (K = 3) in Different Video

Groups on Kuaishou

Group 1–8 9–18 19–30 31–40 41–59

TReg 13.83 23.81 44.68 67.66 73.31
RReg 22.95 35.30 38.26 51.41 47.71
TRank 8.56 10.09 31.13 57.28 51.79
RRank 9.07 10.91 32.09 56.67 50.94
IPS 8.33 9.73 30.56 56.70 51.68
CausE 8.67 10.38 31.52 56.99 51.75
DecRS 9.51 31.73 47.28 69.95 84.15

DVR 14.08 26.28 43.20 65.71 72.62

VLDRec 10.29 14.78 35.85 58.16 54.41

Table 9. Performance Comparison w.r.t. View_Time@K (K = 3) in Different

Video Groups on Wechat

Group 0–13 14–20 21–30 31–41 42–59 60–92 93–120

TReg 6.60 15.90 28.45 45.31 49.98 88.62 125.17
RReg 29.57 37.07 45.60 49.76 59.34 64.81 70.20
TRank 9.46 18.34 30.74 42.97 40.24 68.38 111.88
RRank 9.28 17.52 30.64 42.09 42.29 69.17 112.52
IPS 9.68 17.75 28.45 37.48 34.60 61.74 106.93
CausE 12.35 22.72 33.84 45.00 43.26 66.72 107.96
DecRS 18.63 27.48 42.34 55.77 74.75 107.21 139.93

VLDRec 15.82 26.14 35.98 46.89 49.23 72.66 115.67

To further explain the above contradictory phenomena, we analyze the distribution of model
prediction scores generated by regression methods and VLDRec in Figures 7 and 8. Specifically, we
normalize the prediction scores of all test set samples generated by eachmethod and then calculate
the mean score and standard deviation of each video group. As shown in Figure 7, we can observe

ACM Transactions on Information Systems, Vol. 42, No. 2, Article 44. Publication date: November 2023.



Alleviating Video-length Effect for Micro-video Recommendation 44:19

Fig. 7. Model prediction scores (mean normalized scores and standard deviation) under different video

groups (divided by video length) on Kuaishou.

Fig. 8. Model prediction scores (mean normalized scores and standard deviation) under different video

groups (divided by video length) on Wechat.

that the average prediction score of TimeRegression and RateRegression increases with the video
time length, which is similar to the observation from empirical data that longer videos generally
have longer watch time (see Figure 3). This indicates a good fit to the training data, which, however,
does not guarantee a precise recommendation that matches user preference. Further, in Figure 8,
when looking at the variation of scores (i.e., standard deviation), the regression methods still have
an increasing standard deviation as the video length increases, and a low value of variation in
short video groups indicates a centralized prediction distribution. In summary, regression models
achieve a good fit of distribution in terms of mean score, and their predictions exhibit a rather
centralized characteristic in terms of standard deviation, which means they are fairly precise in
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Fig. 9. Performance with different weights of sampling strategy and multitask learning in Kuaishou.

each video group but cannot overcome the intrinsic problem that longer videos tend to be ranked
higher regardless of the actual user preference.
Contrastively, the proposed VLDRec has a relatively stable distribution of both mean score and

standard deviation among all video groups. Specifically, VLDRec generates almost equal mean
scores among all video groups. Also, its standard deviation is higher than regression models, in-
dicating that a micro-video assumed to be preferred by a certain user can be ranked higher even
if this video lasts less than 10s. Therefore, VLDRec is less influenced by the video length and
is able to distinguish micro-videos that users are truly interested in and not interested in. Com-
paratively, industrial recommender systems normally rely on ranking with a fusion of multiple
objectives (like a linear combination of two scores from TimeRegression and RateRegression) to
alleviate the video-length effect in their recommendation results [52], which is less elegant and
requires a huge manual effort for tuning fusion-related hyperparameters.

5.3 Ablation Study (RQ2)

5.3.1 Performance on Different Sampling Strategies. In the process of instance generation, we
proposed two sampling methods: pointwise hard-labeling-based sampling and pairwise margin-
labeling-based sampling. The former focuses on characterizing the overall distribution between
positive instances and negative instances, while the latter strengthens the modeling of preference
rankings of the same user. We use hyper-parameter β to control the sampling strategy. In order
to verify the effect of the sampling strategy, we adjust the value of β to observe changes in per-
formance and show the result w.r.t.View_Time@T in Figure 9(a). We can observe that the overall
trend is rising first and then falling, which proves that the two sampling methods we proposed
based on different objectives can effectively model the user’s preferences and improve the perfor-
mance of the model.

5.3.2 Performance on Different Weights of Multitask Learning. To alleviate the biased video-
length effect, VLDRec additionally learns to rank among positive and negative instances within the
same video group and uses the multi-task learning strategy for training. To verify the effectiveness
of this module, we adjust the hyper-parameter α of the multi-task learning strategy and illustrate
the results in Figure 9(b). It can be observed that the performance of the model is the best when
α = 0.5. Model performance degrades when α increases or decreases, which means that the model
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Fig. 10. The similarity between the recommendation results of different methods and the ground truth in

Wechat.

has achieved a balance between the two goals of alleviating bias and fitting the data distribution,
thereby improving the recommendation performance.

5.4 Study of Model Capability for Capturing User Preference (RQ3)

In terms of the model capability of learning user preferences on micro-videos, besides measuring
the overall view time of users, another important dimension is to look at the micro-video content.
In other words, the content of recommended micro-videos needs to match the user’s interests.
In this section, we analyze how exactly the recommendation results of different methods match
the user’s interests. Specifically, we use the video category information to verify the model’s ca-
pability of capturing user interests, and this information is only available in the Wechat dataset.
First, on an individual level, for each user, we compare the categories of the top five videos in
the recommendation result with the categories of the five videos that the user actually watched
the longest and calculate the size of intersection. The larger the size of intersection, the closer the
recommendation results are to the user’s preference. Results are shown in Figure 10, where we
can observe that the average size of intersection of our VLDRec method is the largest. The RateRe-
gression method performs the worst, and the performance of other methods is also significantly
worse than our proposedmethod. This means that the videos recommended by VLDRec are similar
to the user’s preference. Second, on a group level, for all users, we aggregate the top five videos
recommended by the model and the videos that the users actually watched the longest into two
collections, respectively. To measure the similarity between these two micro-video distributions,
we use the JSD metric. The smaller the JSD value, the higher the similarity between the two distri-
butions. As shown in Figure 10, we can observe that VLDRec has the smallest JSD value, while the
regression method and DecRS perform poorly overall. In a word, VLDRec can effectively match
the user’s interests, and thus the recommendation results are more similar to the user’s historical
preference both at the individual and group level, while the common practices in many companies
like regression-based models only capture the biased preferences that are strengthened by the
video-length effect; as a result, its recommendation results cannot effectively match the interests
of users.
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6 CONCLUSION AND FUTURE WORK

In this article, we aim to tackle the previously untouched problem of the video-length effect in rec-
ommender systems for online micro-video platforms. We analyze the causes of the video-length
effect and propose a VLDRec method for improving micro-video recommendations. By grouping
the videos and designing the length-conditioned sampling method, we are able to generate un-
biased pairs of training samples and learn the unbiased interests of users through a multi-task
learning framework. Experimental results on both public and industrial datasets have proven the
superiority of our method over previous solutions in terms of capturing real user preferences in
collected user-video view data under a severe video-length bias.
The micro-video recommendation scenario differs from traditional scenarios, from sample gen-

eration to evaluation, due to the different user interfaces of online applications. In this work, we
have made some explorations in the above areas and we believe that, in the future, more in-depth
studies will be required, such as how to automatically define the preference labels in a smarter
way. More importantly, since it is mainly the change of user interface that has spawned new
problems of video-length effect, possible research works related to Computer–Human Interac-
tion seem necessary to expedite the problem resolution. Last but not least, building a new unbiased
dataset with randomly exposed videos [13] can also help understand user behavior andmake better
recommendations.
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