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ABSTRACT
Online ad targeting can be formulated as a problem of learning the
relevance ranking among possible audiences for a given ad. It has
to deal with the massive number of negative, i.e., non-interacted,
instances in impression data due to the nature of this service, and
thus suffers from data imbalance problem. In this work, we tackle
this problem by improving the quality of negative instances used
in training the targeting model. We propose to enhance the gen-
eralization capability by introducing unobserved data as possible
negative instances, and extract more reliable negative instances
from the observed negatives in impression data. However, this idea
is non-trivial to implement because of the limited learning signal
and existing noise signal. To this end, we design a novel RNIG
method (short for Representative Negative Instance Generator) to
leverage feature matching technique. It aims to generate reliable
negative instances that are similar to the observed negatives and
further improves the representativeness of generated negatives by
matching the most important feature. Extensive experiments on
the real-world ad targeting dataset show that our RNIG model has
achieved a relative improvement of more than 5%.

CCS CONCEPTS
• Information systems→Computational advertising; •Com-
puting methodologies→ Neural networks.
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1 INTRODUCTION
With the development of machine learning algorithms and deep
neural networks, many advertising companies have provided a new
tool of ad auto-targeting for advertisers [3, 7], which can automati-
cally match possible audiences for ads according to the relevance
learned from historical data. It can be formulated as a problem of
learning the relevance ranking among possible audiences for each
ad. In the actual online system, the candidate ads are first filtered
for each user visit based on the learned relevance score between ads
and users, then they will be reranked and displayed to the specific
user.

For an ad system, in the impression data of each ad, the inter-
acted users are labelled as positive and other non-interacted users
are lablled as negative. However, in practice, positive instances are
often a minority, and the vast majority of instances are negative.
Therefore, ad targeting model suffers from a serious data imbalance
problem (such as 1:100). Adopting random sampling or down sam-
pling on the negative instances can alleviate above data imbalance
issue to some extent, yet cause the non-informativeness of leveraged
negative instances. For recommender system, advanced negative
sampling methods have been proposed to enhance the quality of
negative instances during training process, like dynamic negative
sampling that oversamples the hard negative instances [12]. Re-
cently, generative adversarial net (GAN) has also been adopted for
generating adversarial instances to train better recommendation
models, like IRGAN [11] and KBGAN [2]. However, above models
focus on item recommendation scenario where negative instances
are generated from unobserved data, while in ad targeting there
already exist huge amounts of observed negative instances in im-
pression data. Thus the more important problem is to generate
representative negative instances based on impression data, which
has not been tackled in previous works.

Nevertheless, it is non-trivial to improve the quality of negative
instances in ad targeting because of the following two challenges:

• Generating high-quality negative instances is difficult
with the limited information in impression data. Al-
though the number of negative instances in impression data
is large, every ad shown to the user means the ad is relevant
to the user to some extent, which leads to lots of redundant
information and few high-quality negative instances.

• Learning only from impression data can be inaccurate
due to the selection bias. Since in a real advertising plat-
form, the impression data are generated by the current sys-
tem selecting the most suitable ads for users. The selection
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process is not random or uniform, which leads to the the
selection bias.

In this work, we design a novel generatormodel namedRepresen-
tative Negative Instance Generator (RNIG) that learns to generate
high-quality negative instances and avoid the selection bias. We
summarize the contributions of the paper as follows.

1 We propose a RNIG model that can generate representative
negative instances from both observed impression data and
unobserved data to avoid the selection bias, collaborating
with the ad targeting model to achieve better performance.

2 We design a feature matching scheme to learn ad-user nega-
tive relevance from the observed negative instances in im-
pression data, and further propose to generate high-quality
negative instances by matching the important features.

3 We conduct extensive experiments on a real-world ad tar-
geting dataset to demonstrate the effectiveness of RNIG and
verify the utility of feature matching in generating represen-
tative negative instances.

2 PROPOSED NEGATIVE INSTANCE
GENERATOR

We start by introducing the basic notations. For an ad-user impres-
sion matrix I ∈ R𝑀×𝑁 , 𝑀 and 𝑁 denote the number of ads and
users, respectively. As for the ad-user interactions we aim to predict,
there is another interaction matrix R ∈ R𝑀×𝑁 . Here for brevity we
only maintain those displayed but not interacted ad-user pairs as
non-zero entries in I, as other interacted ones already exist inR. For
a specific ad 𝑎, R𝑎 denotes the set of users that have interacted with
𝑎, while I𝑎 refers to those non-interacted users within 𝑎’s display
history. We use symbols 𝜎 and ⊙ to denote the sigmoid function
and element-wise production, respectively.

Our proposed negative instance generator can collaborate with a
discriminative targeting model showing in Figure 1. The generator
(𝐺) calculates a probability distribution over a set of candidate neg-
ative instances, then samples one of them as the output. With the
generated negative instance and interacted instance, the discrimina-
tor (𝐷) maximizes the margin between their scores by minimizing
the BPR loss [9]. After receiving the reward from𝐷 ,𝐺 is encouraged
to generate representative negative instances. During training pro-
cess, 𝐷 can benefit more from the better quality negative instances
and thus perform better on predicting ad-user relevance.

2.1 Generator Network
Our proposed generator can produce the probability distribution
for sampling negative instances, i.e., Ψ̂𝐺 (𝑢 |𝑎). It is the softmax
probability of the score of ad-user pair (𝑎,𝑢), denoted as 𝑔𝑎𝑢 (Θ),
where 𝑢 ∈ N𝑎 . N𝑎 denotes 𝑎’s candidate set for the generated
negative instances, which is constructed by both users from 𝑎’s
displayed userset (𝑢 ∈ I𝑎) and other non-displayed users (𝑢 ′ ∉ I𝑎).
Next we elaborate the design of 𝑔(Θ) layer by layer.

The first is the Embedding layer. It is a fully connected layer that
projects each input feature to a dense vector representation. Then
the embedding sets are fed into the encoder to obtain the ad(user)
vector p𝑎 (q𝑢 ). Ad and user encoders are two independent multi-
layer perceptrons (MLPs) where the bottom layer is the widest and
each successive layer has a smaller number of neurons [3]. Above
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Figure 1: Our proposed 𝐺-𝐷 framework for improving on-
line ad targeting.
the encoding layers is another MLP with 𝐻 layers, which is capable
of learning higher-order interactions between ad and user vectors.
Here we adopt the constant size for each layer. Finally, the output
vector of the last hidden layer is transformed to the score of repre-
sentativeness as negative instance 𝑔𝑎𝑢 = h𝑇 𝑓1:𝐻 ( [p𝑎, q𝑢 ]),where
vector h denotes the neuron weights for scoring layer.

2.2 Generating Representative Negatives via
Feature Matching

We introduce the specific design of our proposed RNIG model,
which is learned by matching the feature distribution between
generated negative instances and those observed negatives in im-
pression data. The generated negative instance (𝑎,𝑢) is paired with
a positive instance (𝑎, 𝑝) and then sent to the discriminative target-
ing model 𝐷 for learning their pairwise ranking relation.

2.2.1 Maximizing the Overlap. As both ad-user interaction and
non-interaction are explicitly recorded in the impression data, it
is reasonable to generate reliable negative instances based on the
displayed but not interacted instances. Therefore, our proposed
RNIG learns a probability distribution to match negative signal in
the impression data. Given 𝑎’s displayed userset I𝑎 , we consider
the following overlap-based objective:

𝐿𝑜𝐺 =
∑

(𝑎,𝑝) ∈R
E
𝑢∼Ψ̂𝐺 (𝑢 |𝑎)

[
𝑂I𝑎 (𝑎,𝑢)

]
, (1)

where the binary indicator function 𝑂I𝑎 = 1 if 𝑢 ∈ I𝑎 .
However, if we solely rely on 𝐿𝑜

𝐺
to generate negative instances,

for the set of generated negative instances, denoted as G𝑎 , and the
set of observed negative instances, i.e., I𝑎 , the sampler trained with
this objective may tend to choose exactly the same instances from
the impression data, which harms the performance as not all of the
impression instances are beneficial.

2.2.2 Matching the Feature Distribution. Therefore, we further
measure the similarity in the latent feature space and propose a
feature matching technique to generate representative negative
instance. As the generated negative instance (𝑎,𝑢) is sent to 𝐷
for learning ad-user relevance, the representation of (𝑎,𝑢) in the
latent feature space should be designed in terms of 𝐷 . Regardless
of the specific model structure in 𝐷 , a final prediction layer, i.e.,



𝑟 (𝑎,𝑢) = h𝑇
𝐷
f𝑎𝑢 , is required to calculate the predicted relevance

score between ad 𝑎 and user 𝑢. Thus it is natural to choose f𝑎𝑢 ,
which is the output of last hidden layer, as the feature vector in
latent space. Consider a subset of generated negative instances
G𝑠 , for each (𝑎,𝑢) ∈ G𝑠 , we sample a (𝑎, 𝑣) from I𝑎 and group all
these sampled instances into a subset denoted as I𝑠 . Then, we use
the maximum mean discrepancy (MMD) between the empirical
distribution of feature vectors in these two subsets to measure the
distance between G𝑠 and I𝑠 , denoted as 𝐿𝑚

𝐺
. By maximizing it, we

are able to encourage𝐺 to generate {(𝑎,𝑢)} that are similar to those
observed negative signal from impression data in the latent feature
embedding perspective.

From the above considerations, we design the negative instance
generator with a weighted sum of overlap-based objective and
MMD-based objective, which can be formulated as maximizing
𝐿𝐺 = (1 − 𝛼)𝐿𝑜

𝐺
+ 𝛼𝐿𝑚

𝐺
.

2.2.3 Improving the Feature Matching. Above feature matching
scheme can better leverage the limited learning signal and thus
improve the generation quality. However, since ads are displayed
to users via a certain relevance-matching mechanism, some of non-
interacted instances in the impression data could be the noisy data
that does not necessarily indicate the negative ad-user relevance.
To overcome this shortcoming, we propose to improve the feature
matching. Specifically, for each feature 𝑖 , we calculate the Jensen-
Shannon divergence (JSD) 𝑗𝑖 between its two distributions among
positive instances and observed negative instances. Then, we select
𝐾 features with the top𝐾 largest JSD values as the important feature
set F . Then, we add a mask operation on the input user feature
vector x of the 𝐺 , such that all the other features { 𝑗 ∉ F } have
no impact on the generation of negative instances. Therefore, we
are able to guide the generator towards generating representative
negative instances that “look” like observed negatives in the most
important and essential aspects.

2.3 Collaborating with Targeting Model
For the discriminative targeting model 𝐷 , we adopt the Bayesian
Personalized Ranking (BPR) method for optimizing the model,
which assumes that a positive instance should be predicted with
a much higher score over the negative one [9]. Minimizing BPR
loss is equivalent to maximizing the margin between 𝑟𝑎𝑝 and 𝑟𝑎𝑢 ,
which encourages 𝐷 to learn the pairwise ranking relation of ad
relevance between 𝑝 and 𝑢.

As for the structure of targeting model 𝐷 , we maintain the same
structure as the online serving model in Tencent Ad system, which
is similar to𝐺 without the hidden layers. The final prediction score
is calculated by inner product between encoded ad and user vectors,
which can utilize efficient approximate kNN search so as to be
applied in a large-scale industrial ad targeting system.

However, unlike the optimization of 𝐷 that can be achieved by
the stochastic gradient descent (SGD), training𝐺 has following two
problems. First, it involves a discrete sampling step, which makes
simple differentiation infeasible. Second, the indicator functionOI𝑎
in overlap-based objective 𝐿𝑜

𝐺
is non-differentiable. Therefore, for𝐺

with model parameters Θ, we use the policy gradient based RL [10]

to derive its gradient as follows,

∇Θ𝐿𝐺 ≃
∑

(𝑎,𝑝) ∈R

1
𝑇

∑
𝑢𝑡∼Ψ̂𝐺 (𝑢 |𝑎),𝑡 ≤𝑇

[
𝑑𝑎𝑢𝑡∇Φ log Ψ̂𝐺 (𝑢𝑡 |𝑎)

]
, (2)

where 𝑑𝑎𝑢 = (1 − 𝛽)𝑂I𝑎 (𝑎,𝑢) + 𝛽𝑀 (𝑎,𝑢).
The learning process is carried out in mini-batch mode, where 𝐷

and 𝐺 alternatively update their parameters. First, for each interac-
tion (𝑎, 𝑝), 𝐺 generates a negative instance 𝑢 for 𝐷 to do pairwise
leaning. Then, after receiving the reward,𝐺 optimizes its parame-
ters so as to generate better quality negative instance. Note that in
order to match the feature distribution of generated instance to the
observed negative instance in impression data, we sample a subset
I𝑠 to compute the MMD-based reward.

3 EXPERIMENTS
3.1 Experimental Settings
3.1.1 Datasets. We collect a real-world dataset from Tencent Ads1,
which is one of the largest Chinese online display advertising plat-
form. All ads of the dataset belong to CPC (Cost per click) ads
according to the different billing mode.

The features of the dataset are composed of 13 user features and 7
ad features. Besides, it additionally includes some statistical features
for users, mainly reflecting the feedback behavior (like click) of
individual users in history. All value is hashed. The train set is
was collected from 2019/06/03 to 2019/06/05, it contains 2,453,966
impressions, 11,270 ads and 1,041,991 users. The test set is was
collected in 2019/06/06, it contains 2,205,432 impressions, 5,080 ads
and 1,032,202 users.

3.1.2 PerformanceMethodology. WeuseGAUC and RelaImpr [14]
as the metrics. GAUC is a weighted average of the AUCs for dif-
ferent ads based on the number of samples an ad contains in the
test set. For AUC, when all parameters are randomly initialized, the
value should be 0.5, so we subtract the value of AUC by 0.5 and the
relative improvement is the result of RelaImpr.

3.1.3 Baselines and Implementation. We compare our proposed
method with three groups of baselines. First is the BaseModel, i.e.,
currently used targeting model, which is based on DSSM [7] and
YouTube DNN [3]. Then we consider two negative sampling base-
lines: KBGAN [2] and IBPR [4]. Finally we compare with the follow-
ing NN-based ranking models: NFM [6], DeepFM [5], xDeepFM [8],
DIN [14] and DIEN [13].

For the RNIG and negative sampling based models, the embed-
ding size of all features is set among 3-10. For other five ranking
models, the embedding size of all features is hyper-parameter by
searching in {6,8,12,16,24,32}. For all the experiments, we use Adam
optimizer, the mini-batch size is 512. We use optuna [1] to search
hyper-parameters including learning rate in [10−6,10−2], 𝐿2 regular-
izer in [10−5,10−2], drop out in [0,1] and the number of MLP layers
in {1,2,3,4}. Besides, our proposed RNIG also contains the size of
negative candidate set N𝑎 , the ratio 𝛾 of displayed users in N𝑎 and
the weight 𝛼 in 𝐿𝐺 , which are searched in {16,32,64,80,128,160}, [0,1]
and [0,1], respectively. For each method,We conducted experiments
up to 100 times with different hyper-parameter settings.

1https://e.qq.com



3.2 Performance Comparison
Table 1 displays the performance on Tencent ad dataset, where we
perform paired t-test between RNIG and each of baselines over 10-
round results. From the results, we observe that RNIG significantly
improves the ad targeting performance by training with more rep-
resentative negative instances compared with BaseModel trained
with uniform random negatives, with RelaImpr up to 5.65%. Besides,
compared with adversarial instances, negative instances that are
similar with observed negatives in several important aspects are
more useful for training the targeting model. We can observe that
KBGAN and BaseModel perform the same on Mean GAUC, but
0.0008 lower than 𝐼𝐵𝑃𝑅 that randomly generates negative instances
from both observed and unobserved data according to a fixed proba-
bility. In addition, Mean GAUC of NN-based ranking models are all
lower than BaseModel, which seems reasonable given that they are
all designed for predicting user preference among different items,
instead of the ad relevance among different users.
Table 1: Performance comparison between all the methods,
where significant test is based on GAUC.

Group Methods
GAUC

RelaImpr P-value
Mean STD

Base BaseModel 0.6850 2.972e-3 - 3.196e-9

NS
KBGAN 0.6850 3.360e-3 0.00% 6.342e-8
IBPR 0.6858 2.849e-3 0.43% 6.023e-9

Ranking

NFM 0.6719 5.936e-3 -7.08% 2.929e-10
DeepFM 0.6716 2.890e-3 -7.22% 2.062e-15
xDeepFM 0.6802 2.070e-3 -2.62% 2.708e-14

DIN 0.6741 2.582e-3 -5.89% 2.331e-15
DIEN 0.6804 2.173e-3 -2.50% 7.061e-14

Proposed RNIG 0.6955 8.771e-4 5.65% -

3.3 Feature Matching Strategy
JS divergence of all features
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Figure 2: (a) JSD value of each user feature. (b) GAUC perfor-
mance v.s. number of matched features.

In RNIG, we propose to improve the feature matching by fo-
cusing on several important features and guiding the generated
negatives to be similar to the observed negatives in terms of these
features. Next, we analyze the feature importance in terms of their
corresponding JSD values between positive instances and observed
negative instances, and then observe the change of performance
when varying the number of matched features, i.e., 𝐾 . The results
are shown in Figure 2.From Figure 2(a) we can observe that the
placement_id feature has the largest JSD value. As Tencent Ad sys-
tem has large number of advertising placements distributed among

tens of mobile apps, it is reasonable for placement-related features
to have large impact. Other important features are those related to
users’ historical behaviors. As for the GAUC performance, we ob-
serve a clear decrease when number of matched features increases,
which indicating that matching several or even just one important
feature is vital in generating representative negatives.

4 CONCLUSION
We study the problem of designing better negative instance gener-
ator for online ad targeting. To generate representative negative
instances, we propose a RNIG model that leverages feature match-
ing technique to generate reliable negative instances and further
improves the representativeness of generated negatives by match-
ing the most important feature. In the future, we plan to explore
various ad targeting models to investigate the generality of our
proposed RNIG model and conduct experiments on more datasets.
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