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GODDAG: Generating Origin-Destination Flow for
New Cities Via Domain Adversarial Training

Can Rong , Jie Feng , and Jingtao Ding

Abstract—Origin-destination (OD) flow data, which reflects pop-
ulation mobility patterns in the city, is very important in many
urban applications, such as urban planning and public resource
allocation, etc. However, due to the high cost of money and time
during device deployment and social surveys, it is challenging to
obtain OD flow data, especially in developing cities and emerging
cities where historical OD flow data is scarce. Therefore, it is
necessary to investigate a method that can generate OD flow in cities
where OD flow data are not available. The research on modeling
population mobility in the city has a long history. Traditional
gravity models, etc., are too simple to model the complex population
mobility; recently proposed machine learning models and deep
learning models are not applicable in cities where data are scarce
because the parameters must be fitted with abundant data. To solve
the problem of difficult access to OD flow data, we propose a method
to learn mobility knowledge with ample data in the source city and
generate OD flow data in new cities named GODDAG (Generating
Origin-Destination Flow via Domain Adversarial Training). Our
proposed method consists of two parts, one is a GNN (graph neural
networks) based mobility model generating OD flow between every
two regions based on regional attributes such as census and POI
distribution, and the other is a domain adversarial training strategy
to make the model have better transfer ability between different
cities. Extensive experiments are conducted on two real-world
datasets to prove the validity of our methods.

Index Terms—Urban computing, origin-destination, neural
networks, transfer learning.

I. INTRODUCTION

UNDERSTANDING the population mobility in the metro-
polis is a foundation for city managers. It is critical in many

urban applications, such as public transport route planning,
location-based advertisements and business location selection.
In particular, OD flow containing both directions and volumes of
every two regions of the city can help governors to have a com-
prehensive and deep insight into urban population dynamics, so
that efficient urban development strategies could be constructed.

However, there are hindrances to the acquisition of OD flow
data. Conventionally, OD flow data is collected through visits
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Fig. 1. OD generation schematic overview. OD flow generation for new cities
where the OD data is not available.

and surveys by census takers, which involves high time and
money costs. With the development of LBS (location-based
service) techniques and spreading deployment of sensors device,
partial OD flow can be obtained from the aggregation of a
large number of individual trajectories recorded by cellphone
GPS location [1] and public transport usage records, etc. For
reasons such as conflict of interest, it is difficult to obtain the
complete travel tracks for aggregation into the complete OD
flow. Moreover, in newly built cities where urban construction
is not yet complete, the lack of devices makes it impossible to
use modern technology to collect OD flow data. And it is more
important to estimate the OD flow under specific urban planning,
also known as the simulation of urban mobility. Generating OD
flow data under certain urban development plans will help in the
evaluation of the plans. After all, making changes after the city is
completely built would have incalculable financial implications.
Therefore, generating OD flow in urban scenarios where OD data
is not available is a matter that needs to be urgently studied, as
shown in Fig. 1.

Although there have been many studies [2], [3], [4], [5],
[6], [7] related to population mobility modeling in cities, they
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have made a limited contribution to OD generation problem.
Traditional methods [2], [4] use simple physical laws to model
population mobility between regions, which makes them hard
to achieve good performance. Gravity model [2] is a widely
used classic method inspired by Newton’s law of Gravitation.
The intervening opportunity model [3] attempts to describe the
probability of migration of individuals. Radiation model [4]
shapes the flow of population as a process of radiation and
absorption. These methods with few parameters don’t consider
spatial interactions. In recent times, tree-based machine learn-
ing models [5], [6] perform well in modeling population flow.
Random forest [5] and GBRT [6] are adopted successfully in
the trip distribution modeling task. Graph Neural Networks
(GNN), which have been very prevailing in the deep learning
field recently, are effective in improving the performance of
population flow prediction [7]. These methods mentioned above
fit the parameters of the model in a single city and do not have
the transfer capability to be applicable in other cities. Hence they
cannot be adopted for cities with scarce data.

Although some researchers have investigated leveraging
transfer learning to obtain population mobility in new cities [8],
[9], [10], they spotlight the generation of individual trajectories,
focusing on the generation of OD pairs while ignoring the
volume of the flows between regions, and our work focuses
on generating population flows from a collective perspective
combined with regional level geo-context. Therefore, although
these efforts have the ability to transfer knowledge, they cannot
solve the OD generation problem.

It is not an easy task to generate OD flow in a new city mainly
due to three challenges. First, the flow of people between two
regions is influenced by a complex of multiple factors. Each re-
gion has its own attributes, and each region’s demographics, POI
distribution and occupation-resident status etc. will have various
impacts. Various factors also play a different role when regions
are worked as origin and destination. Second, the complex spatial
dependency can also make it very difficult to generate OD
data. Spatial interaction factors such as distance and mode of
transportation can also have a significant impact on population
flow and each region’s production and attraction for crowd is also
influenced by its surrounding neighborhoods. Finally, different
cities have different urban structures and lifestyles, resulting in
different mobility patterns. The model fitted in the source city
cannot be used directly on the target city.

To address the above challenges and solve the task of OD flow
generation in new target cities, we propose a framework called
Generating Origin-Destination Flow via Domain Adversarial
Training (GODDAG). First, for dealing with the first and second
challenges, we use GNN based spatial feature extractors com-
bined with the cross-product feature construction technique and
distance augment design to handle the diversity of influencing
factors and the complexity of spatial dependencies. In particular,
two GATs are used to extract regional attribute features while
two GINs are used to extract spatial interaction features. Finally,
inspired by GAN [11], we use adversarial training to learn OD
flow generators that can be used in the target city using labeled
data from the source city and unlabeled data from the target city.
As shown in Fig 3, a feature extractor strives to extract common

features shared by the source city and the target city, while a
domain classifier tries to distinguish the output of the feature
extractor.

The contributions of our work can be summarized as follows:
� We propose the GODDAG, which uses the knowledge

learned from the source city to generate the OD flow of
the target city, to solve the problem of lack of OD flow
data in developing cities and emerging cities.

� We use GNN-based spatial feature extractors combined
with cross-product feature construction technique and dis-
tance augment design to generate OD flow data. And
the domain adversarial training utilized to drive the feature
extractor to extract common features shared by the source
and target cities so that the model can be used in the target
city.

� We have done extensive experiments to prove that our
method performs better than baselines with a margin of
14.5% improvement respect to RMSE and 5.62% improve-
ment respect to CPC averagely and can solve the problem
of lack of OD flow data in new cities.

The following part of this paper is consist of 5 main sections.
First, we provide systematic related works reviewing to help to
interpret this work in Section II. Then, we introduce details of the
problem definition and key conceptions in Section III. After the
problem description, the designed model and specific training
strategy will be shown in Section IV. In section V, we give the
experiments result and analysis the superiority of our proposed
method. Finally, we conclude this paper in Section VI.

II. RELATED WORK

In this section, we will review works on population mobility
studying, graph learning methods and domain adaptation.

A. Population Mobility

Population mobility-related studies can be divided into three
main categories. The first is the traditional method. This part
of works focuses on using physical laws to model population
movement in cities. Gravity model [12] is a classic model
motivated by Newton’s law of Gravitation. And there is a class
of approaches called intervening opportunity approach [3], of
which a very typical one is the radiation model [4]. Radia-
tion model analogy diffusion model in terms of radiation and
absorption processes. Each individual who lives in one region
could be absorbed by another region. Second, machine learning
models have recently achieved good performance in the trip
distribution modeling domain, especially for tree-based models.
Pourebrahim et al. report that the random forest model performs
state-of-art in trip distribution modeling [5]. In [7], Liu et al.
also test the performance of Gradient Boosting Regression Tree
(GBRT). And GBRT achieves better results than random forest.
Finally, Liu et al. [7] bring the graph neural networks into this
research area and improve the degree of accuracy of prediction
by learning a more representative region embedding. However,
the works mentioned above all dive into predicting population
flows in a single city. They can’t solve the problem of lack
of data in emerging cities. He et al. [8] provide a method to
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generate origin-destination pairs in a new city utilizing Trans-
fer Component Analysis (TCA) [13] but the flow volumes of
different origin-destination pairs are ignored. Moreover, there
are works [9], [10] trying to generate individual trajectories in
new cities in specific scenarios. They can’t obtain the population
mobility patterns directly from the collective perspective.

B. Graph Neural Networks

Graph neural networks have been developing very rapidly
recently. ChebyNet [14] and GCN (graph convolutional net-
works) [15] are proposed to do graph convolution in the spectral
domain. This kind of graph convolution approach can only do
transductive learning, and the learned models cannot be utilized
on graphs with different topologies. So they’re not suitable for
transferring population mobility knowledge from the source city
to a target one. GraphSAGE [16] and GAT (graph attention net-
works) [17] are inductive learning neural network architectures
that have the ability to generalize to completely unseen graphs.
There are published works [7], [18], [19], [20], [21] that show the
effectiveness of modeling the spatial dependencies of the cities
with graph neural networks. We choose GATs and GINs as our
basic graph learning model to learn the region embeddings of the
city. In more detail, GATs aggregate information from neighbors
using a learnable attention weight based on the relevance of node
features. GINs extend the expressive power of GNNs to learn
higher-order graph features beyond the 1-WL test.

C. Domain Adaptation

Domain Adaptation is an important branch of transfer learning
that addresses the problem of different data distributions. It
completes transfer learning by eliminating the domain shifts
and finding the similarity between the source domain and the
target domain. As we assume that there is no data in the target
city, we mainly focus on unsupervised domain adaptation. Since
Blitzer et al. [22] gave the theoretical guarantee of learning
from different domains, there are a lot of effective unsupervised
domain adaptation works [23], [24], [25], [26], [27], [28], [29],
[30], [31] emerging in computer vision research area. Among
them, domain adversarial training [24], [25], [26], [28], [30]
uses an adversarial paradigm that makes the classifier unable to
distinguish between the source domain and the target domain,
achieving the goal of extracting the commonality between them.
We absorb the intuition that learning a spatial feature extractor
that could match the feature distributions in the source and
the target domains by adversarial training. Our model will be
described in detail in the following.

III. PRELIMINARIES

In this section, we will give the introduction of important
definitions and the problem description.

Definition 1 (Regions) The city are partitioned into N regions
marked as R1, R2, . . ., RN , where Ri ∈ R. The partition can
be arbitrary, such as division referring to the street or longitude

and latitude. In this study, the regions are census tracts or street
blocks.

Definition 2 (Spatial Features) Spatial features include region
attribute features and spatial interaction features. xi ∈ X is a
vector that describes the regional attributes. It contains demo-
graphic information and the quantities of different types of POIs
in this work. Anddij ∈ Dmean the interaction features of region
i and region j, such as distance, etc.

Definition 3 (Geo-Adjacency Network) We utilize undi-
rected weighted graph G = (V,E,A) to represent the spa-
tial dependencies between different regions of the city, where
V = {v1, v2, . . ., vn} is the set of nodes on graph G. Each
of the nodes vi represents a specific region Ri in the
city. E = {eij |vi and vj are Geographically adjacent.} is
the set of edges and A ∈ 0, 1n×n is the adjacency matrix
of G.

Definition 4 (Origin-destination Flow) Origin-destination
flow is the volume of population movement between two regions.
We use Fij ∈ F to represent the flow volume from origin Ri to
destination Rj . The origin-destination flow studied in this work
is the commuting flow, which means the number of people live
in the origin Ri and work in the destination Rj .

Definition 5 (Origin-destination Flow Generation) Origin-
destination flow prediction means predicting the flow volume
set F of a city given the attrbute features of the regions
{x1, x2, . . ., xN}, spatial interaction features {d1, d2, . . ., dN}
and the geo-adjacency network G of that city.

Definition 6 (Problem Description) The problem of origin-
destination flow generation in a new target city could be
formulated as a domain adaptation problem to generate
Ftar with (Xsrc, Dsrc, Gsrc,Fsrc) of the source city and
(Xtar, Dtar, Gtar) of the target city given.

IV. METHODS

In this section, we give a detailed introduction to the pro-
posed method Generating Origin-Destination Flow via Domain
Adversarial Training (GODDAG). Our method contains an
origin-destination flow generation model and a domain adver-
sarial training framework. As shown in Fig. 2. in our method, the
origin-destination flow generation model mainly consists of two
parts, a GNN-based feature extractor and a specially designed
flow predictor. To equip the model with the ability to transfer
the knowledge learned in the source city to the target city, we
use a domain adversarial learning approach to train the feature
extractor and the flow predictor simultaneously. We introduce
a feature classifier to complete the domain adversarial training.
The feature extractor tries to extract common features shared
between the source and target cities, while the feature classifier
is trained to distinguish between features from the source city
or the target city.

We will then present our approach in two parts, first intro-
ducing the origin-destination flow generation model, and then
introducing the framework of domain adversarial training. After
the process of domain adversarial training with labeled data
from the source city and unlabeled data from the target city,
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Fig. 2. Graph neural networks feature extractor architecture.

the origin-destination flow generation model could be used in
the target city to generate the population flow.

A. Origin-Destination Flow Generation

The origin-destination flow generation model is composed
of two parts, the GNN-based feature extractor and the flow
predictor.

1) Feature Extractor: The structure of the feature extractor is
shown in Fig. 2, where we use GAT (Graph Attention Networks)
for region attribute features and GIN (Graph Isomorphism Net-
works) for region spatial interaction features, respectively.

Since the features play different roles when regions are
worked as the origin or the destination, we use two GATs
to generate the embeddings for regions as the origin and the
embeddings for regions as the destination. The GAT employs
the attention mechanism to aggregate the information from the
neighbors for each node, e.g. each region in the city, to update
the current states in every layer. The process of one GAT layer
could be described as follows.

h′
i =

K⊕
k=1

σ

⎛
⎝∑

j∈Ni

αijW
khj

⎞
⎠ (1)

where the hi means the input feature vector of node i while
the h′

i means the output,
⊕

represents concatenation, K is the
number of heads in multi-head attention, αk

ij is the attention
weight between node i and node j of k-th head, Wk is the
learnable weight matrix of linear transformation and j ∈ Ni

denotes node j is one of node i’s neighbors. The computation
of attention weight is as follows.

αij =
exp(LeakyReLU(Θ[Whi||Whj ]))∑

n∈N exp(LeakyReLU(Θ[Whi||Whn]))
(2)

where Θ and W are learnable parameters. It should be noticed
that the h here means the spatial interaction features of every
two regions, i.e. the distance between them.

The spatial interaction features of regions can be considered
as a two-perspective feature vector, with one perspective repre-
senting the origin and another representing the destination, as
shown in Fig. 2. So we absorb the idea of MGCNN [32] that
defines row- and column- graphs and use GINs, which have
the ability of inductive learning (Since we want to transfer our
model between different cities.), to deal with the information
processing process in origin and destination perspectives. The
T operation between two GIN modules is the transposition. The
operation process of one GIN layer can be expressed as follows.

h′
i = MLP

⎛
⎝(1 + ε)hi +

1

|Ni|
∑
j∈Ni

hj

⎞
⎠ (3)

where ε is a learnable parameter.
And finally, the original region embedding, the destina-

tion region embedding and the interaction embedding, i.e.
edge embedding, are concatenated together to obtain the final
origin-destination features. The final embedding of the origin-
destination pair of region i and region j can be described as
follows.

hij = h
(origin)
i

⊕
h
(destination)
j

⊕
eij (4)

where
⊕

eij means the spatial interaction embedding between
region i and region j.

2) Flow Predictor: We adopt Multi-layer Perceptron (MLP)
as the basic model and add cross-product transformation tech-
nology and distance information augment leveraging. After the
origin-destination embedding is obtained from the feature ex-
tractor, to enhance the influence of spatial interaction features,
we perform a cross-product transformation on region embed-
dings and spatial interaction features, and concatenate the new
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Fig. 3. Domain adversarial training.

second-order features and origin-destination embedding. The
cross-product transformation we used here can be denoted as
follows.

sij = hi&j

⊗
eij = hi&j · eTij (5)

where hi&j ∈ Rd1×1 means the region embedding (origin and
destination), eij ∈ Rd2×1 means the spatial interaction embed-
ding, sij ∈ Rd1×d2 means the secord-order features.

Referring to the traditional studies on population mobility,
we learn a domain knowledge that the flow of people obeys
the power law with respect to distance. So we select part of
the origin-destination pairs that have large flow volumes with
the same distance to fit the parameters of the power model of
flow and distance. And we use this simple power model as a
threshold to normalize the flow volume of a specific distance.
The operation could be described as follows,

fij = min(a · dijb + c,MLP (sij)), (6)

where a, b, c are the parameters of the power model fitted by the
selected origin-destination flows part, dij means the distance
between region i and region j and fij means the final generated
flow volume. The generation loss is described as follows,

L3 =
1

N2

N∑
i=1

N∑
j=1

(fij − f̂ij)
2. (7)

B. Adversarial Training

We introduce a classifier to implement the adversarial train-
ing, as shown in Fig. 3. The feature extractors try to access
common features shared by the source city and target city so that
the features extracted in the target city could also be used by the
flow predictor trained by data of the source city. In adversarial
training, feature extractors try to fool the classifier while the
classifier tries to distinguish the feature from the source or the
target city. The flow predictor is trained simultaneously.

1) Common Feature Extraction: As shown in Fig. 3, we use
two feature extractors to extract features from the source city

and the target city, respectively. And we use MMD (Maximum
Mean Discrepancy) as an indicator (L1 = MMD) to measure
the difference between the features from the source city and the
target city. The computation of MMD is as follows.

MMD =
1

n2
s

ns∑
i=1

ns∑
j=1

k(φ(xs
i ), φ(x

s
j))

+
1

n2
t

nt∑
i=1

nt∑
j=1

k(φ(xt
i), φ(x

t
j))

− 2

nsnt

ns∑
i=1

nt∑
j=1

k(φ(xs
i ), φ(x

t
j)), (8)

where k presents the kernel function, which could be the fol-
lowing formula.

k(x, x′) = e−
||x−x′ ||2

2α2 (9)

2) Domain Classification: The classifier shown in Fig. 3 is
worked as the discriminator in the adversarial training frame-
work. We adopt MLP (Multi-layer Perceptrons) with the final
layer replaced by a softmax layer to be the classifier model and
use Cross-Entropy Loss, as shown follow.

L2 =

2∑
c=1

B∑
i=1

−yc,ilog2(pc,i) (10)

where B is the batch size. During the training process, gradi-
ent descent is performed on the feature extractor and domain
classifier iteratively.

3) Training Algorithm: We outline the adversarial training
procedure for the origin-destination flow generation model in
Algorithm 1. The feature extractor and flow predictor are trained
simultaneously during the adversarial training with the help of
a classifier.

V. EXPERIMENTS

In this section, we conduct extensive experiments to answer
the following 4 research questions:
� RQ1: Can our proposed method be effective in generating

OD flow data in new cities?
� RQ2: How does the design of each part of our method

improve performance?
� RQ3: How do the hyper-parameters of the model affect

performance?
� RQ4: Are the generated population mobility flows spatially

distributed in a practical way?

A. Data Description

We collected real-world data and constructed two commuting
Origin-destination generation datasets in the United States of
America and China. And the experiments are conducted on these
two datasets. The datasets are described as follows.
� America We form the regions’ spatial features based on the

demographic data, POIs (points of interest) distribution and
occupational and residential data. The demographic data
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Algorithm 1: Adversarial Training Algorithm.
Input:

Regional features of the source city Xsrc.
Regional features of the target city Xtar.
Spatial interaction features of the source city Dsrc.
Spatial interaction features of the target city Dtar.
Origin-destination flow of the source city F src.
Count nG of gradient descents of feature extractor.
Count nD of gradient descents of the classifier.

Output:
Learned origin-destination flow generation model of the
target city.

1: Construct the graphs according to the geo-adjacent
network of the source and target city

2: Initialize the learnable parameters of the model
3: repeat
4: for ith batch of all batches of data do
5: for nG times do
6: Extract origin-destination features hsrc

i from
Xsrc

i by feature extractor
7: Extract origin-destination features htar

j from
Xtar

i by feature extractor
8: Compute MMD of hsrc

i and htar
j

9: Optimize feature extractor by MMD
10: end for
11: for nD times do
12: Extract origin-destination features hsrc

i from
Xsrc

i by feature extractor
13: Extract origin-destination features htar

j from
Xtar

i by feature extractor
14: Compute L2 of hsrc

i and htar
j

15: Optimize classifier by L2

16: end for
17: Generate origin-destination flow F̂ src by feature

extractor and flow predictor
18: Compute generation loss L1 based on F src and

F̂ src

19: Optimize feature extractor and flow predictor by
L1

20: end for
21: until Generation loss L1 converge

are collected from the yearly American Community Survey
(ACS). POI distribution is obtained by crawling the POI
data from OSM (OpenStreetMap) [33] and then statistics.
Occupational and residential data are from Longitudinal
Employer-Household Dynamics Origin-Destination Em-
ployment Statistics (LODES) dataset. The network topolo-
gies of the cities, which is used to build the graph are
constructed by the Cartographic Boundary dataset from
Census Bureau of the United States. As with Occupational
and residential data, the commuting flow data is also in-
cluded in LODES dataset.

� China. In China, we use two cities, Beijing and Shang-
hai, to conduct experiments to validate the validity of

our proposed model. The regions’ spatial features include
demographic information and POI distribution. The Chi-
nese demographic information is from National Bureau of
Statistics of China. POIs distribution is collected from a
Chinese map service provider., one of the biggest LBS
(location-based service) providers in China. As for the
network topologies of the cities, we crawled the web for
street block boundary data in Beijing and Shanghai. The
commuting flow data is obtained by processing GPS track
data provided by one of the major mobile application
providers in China.

B. Baselines
� Gravity Model. Gravity model (GM) [12] is a traditional

spatial interaction model which is inspired by Newton’s law
of Gravitation. The spatial features of one region work as
the mass and population flow between two regions follow
the power-law distance decay.

� XGBregressor. XGBoost (XGB) [34] is a gradient boost
decision tree-designed machine learning framework. And
it is considered the state-of-art tree-based model.

� Gradient Boosting Regression Tree. GBRT [6] combines
the ensemble learning and gradient boosting technique to
improve the performance of regression trees.

� Random Forest. Random Forest (RF) is a traditional ma-
chine learning method containing multiple tree models.
Pourebrahim et al. [5] recently pointed out that it works
well with trip distribution modeling.

� GAT. GAT (Graph attention networks) [17] is a neural
network architectures presented by Veličković et al. dealing
with graph-structured data.

� GEML. Liu et al. proposed GMEL [7] which uses graph
neural networks and multi-task learning to learn the em-
beddings of regions and uses the GBRT as the predictor to
obtain the commuting flows based on the embeddings.

C. Evaluation Metrics

We use Root Mean Square Error (RMSE), Symmetric Mean
Absolute Percentage Error (SMAPE) and Common Part of
Commuters (CPC) as the performance evaluation metrics of our
experiments.

RMSE =

√
1

|X|
∑
i,j

||Xij − X̂ij ||22, (11)

SMAPE =
100%

|X|
∑
i,j

Xij − X̂ij

(|Xij |+ |X̂ij |)/2
, (12)

CPC =
2
∑

i,j min(Xij , X̂ij)∑
i,j X̂ij +

∑
i,j Xij

, (13)

RMSE is a popular metric applied in regression problems.
SMAPE is an error indicator that shows the error as a percentage
of the true value. CPC is a measure of the common part of the
two flows and is widely used in origin-destination flow related
studies.
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TABLE I
OVERALL PERFORMANCE ON AMERICA DATASET. THE LOWER THE RMSE,

SMAPE AND THE HIGHER THE CPC, THE BETTER THE PERFORMANCE

TABLE II
OVERALL PERFORMANCE ON CHINA DATASET

D. Experiment Settings

In experiments, the regional attributes data, regional interac-
tion data from the source and target cities and origin-destination
flow data from the source city are used to train the origin-
destination flow generation model. The origin-destination flow
data from the target city are utilized to test the transfer perfor-
mance of the model. The tree-based baselines are implemented
by scikit-learn and the hyper-parameters are searched by built-in
grid search tools. In all graph models, the hidden dimension is
set to 64 and the number of layers is set to 3. And we use the
ADAM optimizer to do gradient descent.

E. Performance Comparison (RQ1)

In this section, we will show the comparison between our pro-
posed method and several baselines on two real-world datasets
introduced above. From Tables I and II, we can see that it is
feasible to generate origin-destination flow data in the target city
using the knowledge learned from the source city. Table I gives
the experimental results on the America dataset under RMSE,
SMAPE and CPC. We have done extensive experiments with six
cities in the U.S. as transfer learning scenarios, and the experi-
mental results prove that our method achieves the best and most

Fig. 4. Effects of hyper-parameters.

stable performance on all metrics. The traditional gravity mode
performs poorly because it is based on simple laws of physics
and cannot model the complex pattern of population mobility
in cities. The tree model-based machine learning approach per-
forms better than the gravity model, thanks to its ability to model
nonlinearities. The three tree-based models perform differently
under different transfer scenarios, with GBDT and random forest
performing more robustly than XGBregressor. The GNN-based
approaches are superior to the tree-based approach in most
scenarios because they utilize not only information about the
origin and destination, but also information about the neighbors
of the origin and destination. GAT is a GNN that uses the
attention mechanism to aggregate neighbor information to get
representative embeddings. GMEL adds multi-task learning of
in/out flow prediction to the GAT and combines it with GBRT to
make final predictions, so it performs better than the GAT alone.
Our method, which incorporates domain adversarial training,
shows a significant improvement in transfer learning capability
and performs very consistently in all scenarios and metrics.
From the experimental results of the Chinese dataset, as shown
in Table II, we can get the same conclusion as Table I. Since
the granularity of street block division in China is relatively
coarse, the RMSE will be relatively larger, but it can be seen
from SMAPE and CPC that the performance of baselines and our
proposed method is consistent with the results on the America
dataset.

F. Ablation Study (RQ2)

We also take ablation study experiments between New
York City and Los Angeles to check the validity of the
design of each part of the proposed method. The basis
of the approach is the GAT, to which designs are added
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Fig. 5. Visualization of the generated OD flow of baselines and our model and ground truth. The diagrams from left to right are from (a) ground truth, (b) gravity
model, (c) graph attention networks and (d) our proposed method.

TABLE III
ABALATION STUDY

incrementally to improve performance. The ablation stud-
ies adopt the same experiment settings introduced before.
The results are shown in Table III. In Table III, ours-
v1 means GAT+2DGNN, ours-v2 means GAT+2DGNN+CP,
ours-v3 means GAT+2DGNN+CP+dis_aug, ours-v4 means
GAT+2DGNN+CP+dis_aug+GRL, ours means our complete
model. The details are as follows.

ours-v1: This version can show the improvement caused by
2DGNN. 2DGNN means that two GINs are used one after
another to process the spatial interaction features. The purpose
of this addition is to further explore the semantics of spatial
interaction features. The previous studies [5], [7] only extract
regional attribute features and ignore edge-wise spatial inter-
action features. Table III gives a report about the quantitative
performance gain in all metrics mentioned above.

ours-v2: This design of experiments checks the validity of
cross-product (CP) operation. The operation of CP is used
widely in the recommender system to utilize the second-order
features to get better achievement of the model. We do cross-
product on regional attribute features with spatial interaction
features to obtain the second-order interaction features of re-
gional attributes and interactions. This operation further reduces
the generation error of origin-destination flow data according to
Table III.

ours-v3: This results show the function of distance augment
(dis_aug). We use the power-law model obtained in traditional
studies to further enhance the stability of the generated data by
using distance to limit the size of the generated flow volume.
This can also bring some performance gains.

ours-v4: We replace the adversarial training with gradient re-
verse layers (GRL) to check performance gain from adversarial
paradigm. We remove loss1 in Fig. 3 and use gradient reverse
layer proposed in [23] to examine the effect of MMD loss. And
from the last two rows in Table III we can see that domain
adversarial training could improve the transfer capability of the
model and explicitly using MMD to drive the feature extractor
to extract similar features is effective.

G. Hyper-Parameters Analysis (RQ3)

We perform a detailed analysis of the sensitivity of the hyper-
parameters of the proposed method. Fig. 4(a) shows the effect
of embedding size of each region after processing of GAT in
the feature extractor. We can see that there exists an optimal
value. Too small embedding size will reduce the effectiveness of
region embeddings while too large embedding size leads to hard
training. As shown in Fig. 4(b), GAT suffers from the problem
of oversmoothing, so more than 3 layers of GAT will bring
performance degradation. To maintain the balance between the
classifier and the feature extractor in adversarial training, in this
method, the classifier needs to be assigned 10 times the number
of gradient descents as the feature extractor according to 4(c).
As we can see from 4(d), the impact of batch size on adversarial
training is also relatively large, mainly affecting the stability
of MMD. The larger the MMD loss obtained, the more it can
express the true source domain and target domain distinction,
while too large does not bring more performance improvement.

H. Visualization (RQ4)

To further prove the validity of our proposed OD generation
framework and give an intuitive presentation, we show a bit of
visualization of the comparison of generated OD flow from our
model and baselines with the ground truth. We choose New York
City as our target city and Los Angeles as the source city. As
shown in Fig. 5, the visualization of OD flows is presented as
an arc diagram, where an arc line means that there exists flow
between the locations at two ends of the line. The red color
means the origin region of the flow while the blue means the
destination. The brightness of the lines gives information on OD
flow volumes, which is the larger the population flow between
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the origin and destination the brighter the line. The images are,
left to right in order, the ground truth of the OD flow in New
York City and the Generated OD flow from the gravity model,
graph attention networks and GODDAG.

From Fig. 5(a) we can see that people usually work in the city
center and live on the outskirts of the city. But people generally
prefer to live closer to the city center to avoid a long commute, so
the farther away from the city center, the fewer people live there.
From Fig. 5(b), the gravity model produced relatively large shifts
in the distribution of the generated OD flow and even got the
downtown location wrong away from Manhattan district because
of its poor modeling capabilities. The graph networks-based
models all give the right position of the centralized workplace in
the city center. However, without transfer learning techniques,
the destinations of many flows are spread in Bronx, the north of
New York City, and Brooklyn, the south side, which is conflict
with the ground truth. Surprisingly, the OD flow generated by
our method has almost the same spatial distribution with the
ground truth. The visualization gives further confirmation of the
validity of our method.

On the other hand, from the visualized results we can see
that all these methods give larger predictions for OD of small
volume, which indicates that the long-tail distribution of OD is
a difficult problem to solve, and this is also a direction of our
future research.

VI. CONCLUSION

In this article, we investigate solving the problem of the lack
of OD flow data in emerging cities by transfer learning. By
proposing a method called GODDAG based on graph learning
and domain adversarial training, we transfer the knowledge
learned from the source city to the target city to generate OD flow
data. In the training process, a classifier trying to distinguish the
feature extracted from the source city or the target city drives
the feature extractors to extract common features shared in two
cities so that the flow predictor trained by features of the source
city could be used by the target city. We construct two real-world
datasets by collecting public data from multi-source. Extensive
experiments have been done on these two datasets to prove the
validity of our method.
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