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Abstract
Graph-based Cognitive Diagnosis (CD) has attracted much research 
interest due to its strong ability on inferring students’ proficiency
levels on knowledge concepts. While graph-based CD models have 
demonstrated remarkable performance, we contend that they still
cannot achieve optimal performance due to the neglect of edge 
heterogeneity and uncertainty. Edges involve both correct and 
incorrect response logs, indicating heterogeneity. Meanwhile, a re-
sponse log can have uncertain semantic meanings, e.g., a correct log
can indicate true mastery or fortunate guessing, and a wrong log can 
indicate a lack of understanding or a careless mistake. In this paper,
we propose an Informative Semantic-aware Graph-based Cognitive 
Diagnosis model (ISG-CD), which focuses on how to utilize the 
heterogeneous graph in CD and minimize effects of uncertain edges. 
Specifically, to explore heterogeneity, we propose a semantic-aware
graph neural networks based CD model. To minimize effects of 
edge uncertainty, we propose an Informative Edge Differentiation 
layer from an information bottleneck perspective, which suggests 
keeping a minimal yet sufficient reliable graph for CD in an un-
supervised way. We formulate this process as maximizing mutual 
information between the reliable graph and response logs, while
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minimizing mutual information between the reliable graph and
the original graph. After that, we prove that mutual information
maximization can be theoretically converted to the classic binary
cross entropy loss function, while minimizing mutual information
can be realized by the Hilbert-Schmidt Independence Criterion.
Finally, we adopt an alternating training strategy for optimizing
learnable parameters of both the semantic-aware graph neural net-
works based CD model and the edge differentiation layer. Extensive
experiments on three real-world datasets have demonstrated the
effectiveness of ISG-CD.

CCS Concepts
• Applied computing → E-learning.
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Cognitive Diagnosis, Graph Neural Network, Student Modeling
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1 Introduction
Educational CD has attracted much research interest due to grow-
ing needs in online education [11, 36, 54]. Neural network-based
CD models have garnered attention due to detailed diagnosis and
relatively-high performance [19, 24, 37, 41, 50]. As shown in Figure
1 (a), these models take students’ response logs, and expert-labeled
exercise-concept relations as input, and output students’ proficiency
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Figure 1: (a) The process of educational CD. These CD models take students’ responses logs on exercises, and exercise-concept
relations as input, and output students’ proficiency levels on all knowledge concepts. (b) GNN between two students (John and
Mark). Their interactions with exercises have extensively overlapped, however, they are not similar from a graph view due to
heterogeneity. Further, there are uncertain edges, e.g., according to interactions between John and exercises 𝑒3, 𝑒4, John has
already grasped concept 𝑘2. John’s performance on exercise 𝑒5 cannot reflect his ability on concept 𝑘2.

levels on all concepts. The cornerstone lies in a diagnostic function
that establishes connections between all trainable parameters and
student-exercise response logs [39].

Researchers have found that incorporating Graph Neural Net-
work (GNN) into CD models can further improve diagnostic perfor-
mance [14, 42]. Typically, response logs naturally form a student-
exercise bipartite graph. Each node in the graph represents either a
student or an exercise, and each edge represents a student-exercise
response log. As GNNs have powerful feature learning and pattern
extraction capabilities [4], a natural idea is to adopt GNNs in cap-
turing high-order graph information, thus enhancing the quality
of student and exercise representations. These enhanced represen-
tations lead to more accurate predictions of students’ proficiency
levels on concepts.

While graph-based CD models have demonstrated remarkable
performance, we contend that they still have inherent limitations
[14, 42]. On one hand, edges may correspond to both correct and
incorrect response logs, indicating edge heterogeneity. As shown
in Figure 1 (b), we consider: "Should GNN exchange information
between John’s and Mark’s representations?" As John and Mark have
extensively overlapped in completed exercises, previous studies
may exchange information between them [14, 42]. However, they
provide different answers to each exercise, indicating that their
abilities are fundamentally opposite. Hence, we argue that GNN
should not propagate information between them. On the other
hand, each response log may have uncertainty in semantics, i.e., a
correct log can indicate true mastery or fortunate guessing, and a
wrong log can indicate a lack of understanding or a careless mistake.
As shown in Figure 1 (b), John has correctly answered 𝑒3, 𝑒4 related
to concept 𝑘2 but wrongly answered 𝑒5 related to the same concept.
It is hard to tell whether John’s response to 𝑒5 is due to a lack of
ability or a careless mistake. We want to ensure that such uncertain
response logs would not affect the process of GNN. Due to lack of
labels, how to alleviate effects of uncertainty in an unsupervised
way becomes our primary focus.

In this paper, we propose a novel Informative Semantic-aware
Graph-based Cognitive Diagnosis model (ISG-CD), which focuses
on how to utilize the heterogeneous graph in CD and minimize
effects of uncertain edges. Specifically, we take KaNCD as our back-
bone model due to its relatively high performance and easy-to-
implementation [39]. KaNCD utilizes an embedding module that
maps students, exercises, and concepts to a latent representation
space. Then, the matrix factorization layer takes students’ and
concepts’ latent representations as input, and outputs students’
proficiency levels on concepts. Exercise difficulties can be obtained
analogously. Compared to KaNCD, our improvements can be re-
flected in two aspects. First, to capture edge heterogeneity, we
propose a Semantic-aware GNN (S-GNN) based CD model. In-
spired by previous works [4], we first obtain two subgraphs based
on edge semantics (correct/incorrect response logs), and then up-
date student and exercise embeddings based on these subgraphs.
Second, to minimize effects of uncertain edges, we propose an In-
formative Edge Differentiation (IE-Diff) layer which can obtain
a reliable student-exercise graph. Due to the lack of uncertainty
labels, IE-Diff layer is designed based on Information Bottleneck
(IB) principle [29, 34], which can keep a minimal yet sufficient reli-
able graph for CD in an unsupervised way. We parameterize the
reliable graph based on the probability of dropping edges. Obvi-
ously, the reliable graph should assign high probabilities to those
uncertain edges, and assign low probabilities to certain edges. To
model the probability of dropping edges, we use Bernoulli distribu-
tions, whose parameters are estimated from corresponding student
and exercise latent embeddings. Then, we summarize the goal of
IE-Diff as maximizing mutual information between the reliable
graph and response logs, while minimizing mutual information
between the reliable graph and the original graph. Directly mini-
mizing/maximizing mutual information is difficult, therefore, we
prove that mutual information maximization between the reliable
graph and response logs can be theoretically converted to the clas-
sic binary cross entropy loss function, while minimizing mutual
information between the reliable graph and the original graph can
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be realized by the Hilbert-Schmidt Independence Criterion [16, 25].
Finally, we adopt an alternating training strategy to together opti-
mize learnable parameters of the S-GNN based CD model and the
IE-Diff layer [58, 59]. Extensive experiments on three real-world
datasets have demonstrated the effectiveness of ISG-CD. The major
contributions can be summarized as follows:
• Weexplore semantic heterogeneity and uncertainty in the student-
exercise bipartite graph. We argue that neglecting heterogeneity
and uncertainty will lead to sub-optimal diagnostic performance
of graph-based CD models.

• We propose a novel ISG-CD model, which focuses on how to
utilize the heterogeneous graph andminimize effects of uncertain
edges. We first propose a semantic-aware GNN layer to utilize
the graph, and then propose an informative edge differentiation
layer to handle uncertainty.

• Extensive experiments on three real-world datasets have demon-
strated the stable effectiveness of ISG-CD, e.g., ISG-CD achieves
stable improvements of over 1% than best baselines on the DOA
metric on all three datasets.

2 Related Work
2.1 Educational Cognitive Diagnosis
Research on educational CD has primarily emerged from the field
of psychology. Two classic methods in this area are Item Response
Theory (IRT) [11] and DINA [10]. IRT utilizes continuous one
dimensional parameters to represent student and exercise enti-
ties. Further, it employs a logistic function to infer students’ per-
formance on exercises. Multidimensional Item Response Theory
(MIRT) has been proposed for better ability estimations by ex-
tending parameter dimensions [28]. DINA represents student and
exercise entities with binary discrete variables. Then, it introduces
“slip” and “guess” parameters to better fit real-world scenarios [10].
With the recent advancements in neural networks, researchers
have turned their attention to leveraging neural networks in ed-
ucational CD [9, 15, 20, 50, 57]. NCDM framework first utilizes
high-dimensional continuous representations to model students’
abilities and exercise difficulties and proposes a novel diagnostic
function to incorporate all parameters to obtain final results [38].
Inspired by collaborative filtering [6, 8, 56], KaNCD utilizes a matrix
factorization layer to fuse students’ and concepts’ latent represen-
tations for students’ proficiency levels on concepts [39].

Building upon the success of the NCDM framework, graph-based
CD models integrate graph structure information into CD mod-
els [23, 27, 31]. RCD simultaneously captures graph information
hidden in the student-exercise bipartite graph and concept rela-
tionships [14]. Compared to RCD, SCD introduces a graph self-
supervised learning to boost student prediction performance [42].
ORCDF further proposes a response-aware GNN layer with a graph
contrastive learning based regularization term to enhance the ro-
bustness of graph-based CD models [27]. Compared to these graph-
based CD models, our distinction lies in exploring the semantic
edge heterogeneity and minimizing effects of uncertain edges.

2.2 Uncertainty Detection in GNN
Researchers point out that there may exist uncertainty in a graph
structure, leading to suboptimal performance of GNN. An intuitive

approach is to adaptively select node features or edges [7, 21, 55],
e.g., updating node features [48], modifying edges [51]. Another
approach focuses on enhancing the robustness of GNN to the input
graph structure, e.g., self-supervised learning based methods [14],
or adversarial learning based methods [32].

Among these approaches, graph refinements based on infor-
mation bottleneck principles have garnered significant attention
due to relatively-high performance and efficiency [33, 49]. These
principles mainly try to capture minimal yet sufficient information
hidden in the graph structure while discarding information irrel-
evant to downstream tasks [49]. Researchers have substantiated
that these principles can help GNN effectively mitigate adversarial
attacks [40]. Yang et al. successfully preserve minimal yet sufficient
information in social graphs for social recommendations [52]. In
this paper, we propose to minimize effects of edge uncertainty from
the information bottleneck perspective. This process requires max-
imizing mutual information between a reliable graph and response
logs, andminimizingmutual information between the reliable graph
and the original graph.

3 The Proposed Model
In this section, we first present important notations and task formu-
lation, followed by the overall structure of our proposed ISG-CD.
After that, we introduce each component of ISG-CD in detail, and
alternating training for ISG-CD. Finally, we discuss the time and
space complexity of ISG-CD.

3.1 Task Formulation
There are students 𝑆 ( |𝑆 | = 𝑀 ) , exercises 𝐸 ( |𝐸 | = 𝑁 ) , and concepts
𝐾 ( |𝐾 | = 𝑇 ) . There are two types of relationships. First, students
practice some exercises, forming response logs. 𝑟𝑠𝑒 is student 𝑠’s re-
sponse log to exercise 𝑒 . We use 𝑅 = { (𝑠, 𝑒, 𝑟𝑠𝑒 ) } to denote triplets of
students, exercises and response logs. If student 𝑠 answers exercise
𝑒 correctly, 𝑟𝑠𝑒 = 1. Otherwise, 𝑟𝑠𝑒 = 0. In this paper, we also treat
response logs as a bipartite graph G. Second, the relations between
exercises and concepts are denoted by Q = {𝑞𝑒𝑘 }𝑁 ×𝑇 . If exercise
𝑒 is related to concept 𝑘 , 𝑞𝑒𝑘 = 1; otherwise, 𝑞𝑒𝑘 = 0. Usually, Q is
pre-defined by experts. A = [a1, ..., a𝑠 , ..., a𝑀 ]⊤ ∈ R𝑀×𝑇 represents
student abilities (i.e., proficiency levels on all concepts), where a𝑠 de-
notes student 𝑠’s ability. Each dimension of a𝑠 = [𝑎𝑠1, ..., 𝑎𝑠𝑘 , ..., 𝑎𝑠𝑇 ]
has independent meaning, e.g., 𝑎𝑠𝑘 denotes student 𝑠’s proficiency
level on concept 𝑘 . There are two exercise-side parameters, i.e.,
exercise difficulties D = [d1, ..., d𝑒 , ..., d𝑁 ]⊤ ∈ R𝑁 ×𝑇 and discrimi-
nations h𝑑𝑖𝑠𝑐 = [ℎ𝑑𝑖𝑠𝑐1 , ..., ℎ𝑑𝑖𝑠𝑐𝑒 , ..., ℎ𝑑𝑖𝑠𝑐

𝑁
]⊤ ∈ R𝑁 ×1. Based on these

notations, we formulate CD as follows,
Input: The response logs 𝑅 and exercise-concept relations Q.
Output: A model to diagnose students’ abilities (proficiency levels
on all concepts) through response log prediction.

3.2 Overall Structure of ISG-CD
Compared to the backbone KaNCD [39], there are two additional
components in ISG-CD. Figure 2 describes a semantic-aware GNN
layer based CD model. S-GNN focuses on how to make full use
of a reliable student-exercise graph for CD. After that, Figure 3
describes the informative edge differentiation (IE-Diff) layer, which
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Figure 2: Semantic-aware GNN (S-GNN) based CD model.

is designed for obtaining the reliable graph based on information
bottleneck principles [45].

These two layers are complementary to each other. On one hand,
the IE-Diff layer relies on student and exercise latent embeddings
from the S-GNN layer. On the other hand, the S-GNN layer relies
on the reliable graph provided by the IE-Diff layer. Hence, we adopt
alternately training these two layers [58, 59]. In the following parts
of this section, we will discuss these two components.

3.3 Semantic-aware GNN Based CD Model
3.3.1 Embedding Module and Semantic-aware GNN (S-GNN) Layer.
Figure 2 describes incorporating the S-GNN layer into a CD model.
We adopt KaNCD as our backbone due to its relatively-high per-
formance and easy-to-implementation [39]. There are three la-
tent embeddings in KaNCD, i.e., U = [u1, ..., u𝑠 , ..., u𝑀 ]⊤ ∈ R𝑀×𝑍

for students, V = [v1, ..., v𝑒 , ..., v𝑁 ]⊤ ∈ R𝑁 ×𝑍 for exercises and
O = [o1, ..., o𝑘 , ..., o𝑇 ]⊤ ∈ R𝑇 ×𝑍 for knowledge concepts. 𝑍 denotes
the dimension of latent embeddings.

Inspired by recent success on graph learning [14, 17, 19], we
focus on utilizing the student-exercise graph to enhance student
and exercise latent embeddings. There are two types of edges with
fundamentally different semantic meanings in this graph: correct
answers and incorrect answers. Previous studies ignored this edge
heterogeneity, which poses a risk of confounding semantic informa-
tion in GNN-based CD models [14, 42]. To capture heterogeneity,
we propose a S-GNN layer. Here, we suppose that we have already
obtained the reliable graph G̃. We split G̃ into subgraphs based on
semantics (G̃ = G̃1 ∪ G̃0). G̃1, G̃0 denote subgraphs corresponding
to correct/incorrect response logs, respectively. We treat latent em-
beddings of students and exercises in KaNCD as local embeddings,
e.g., v𝑒 = v(0)𝑒 , u𝑠 = u(0)

𝑠 . Edge-specific messages 𝜇 from exercise 𝑒
to student 𝑠 can be divided into two parts:

𝜇
(𝑙 )
𝑒→𝑠,G̃1

=
1√︃

|N
𝑠,G̃1 | |N𝑒,G̃1 |

v(𝑙−1)𝑒 , 𝜇
(𝑙 )
𝑒→𝑠,G̃0

=
1√︃

|N
𝑠,G̃0 | |N𝑒,G̃0 |

v(𝑙−1)𝑒 ,

(1)
where 𝜇 (𝑙 )

𝑒→𝑠,G̃1
and 𝜇 (𝑙 )

𝑒→𝑠,G̃0
denote message passed in subgraph G̃1

and G̃0 at layer 𝑙 , respectively. N𝑠,G̃1 ,N𝑒,G̃1 denote the neighbor sets
of student 𝑠 and exercise 𝑒 in subgraph G̃1. Similarly, N

𝑠,G̃0 ,N𝑒,G̃0
denote the neighbor sets in subgraph G̃0. v(𝑙−1)𝑒 denotes exercise 𝑒’s
difficulty at layer (𝑙 − 1) . Messages from student 𝑠 to exercise 𝑒 can
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Figure 3: Informative Edge Differentiation (IE-Diff) Layer.

be processed analogously, formulated as:

𝜇
(𝑙 )
𝑠→𝑒,G̃1

=
1√︃

|N
𝑠,G̃1 | |N𝑒,G̃1 |

u(𝑙−1)
𝑠 , 𝜇

(𝑙 )
𝑠→𝑒,G̃0

=
1√︃

|N
𝑠,G̃0 | |N𝑒,G̃0 |

u(𝑙−1)
𝑠 ,

(2)
where u(𝑙−1)

𝑠 denotes student 𝑠’s latent embedding at layer (𝑙 − 1) .
After message passing, we can obtain incoming messages at every
node from two types of edges. In message aggregation, for each
node, we first sum incoming messages over all neighbors under a
specific edge type. Subsequently, we accumulate the messages from
all edge-types into vector representations at the 𝑙-th layer:

u(𝑙 )
𝑠 =

∑︁
𝑒

𝜇
𝑒→𝑠,G̃1 +

∑︁
𝑒

𝜇
𝑒→𝑠,G̃0 , v

(𝑙 )
𝑒 =

∑︁
𝑠

𝜇
𝑠→𝑒,G̃1 +

∑︁
𝑠

𝜇
𝑠→𝑒,G̃0 . (3)

We consider the following read out functions for final embed-
dings: uG̃𝑠 =

∑𝐿
𝑙=0 u

(𝑙 )
𝑠 , vG̃𝑒 =

∑𝐿
𝑙=0 v

(𝑙 )
𝑒 . The superscripts of uG̃𝑠 and vG̃𝑒

indicate that these representations are derived from graph G̃.

3.3.2 Matrix Factorization and Prediction Layer. As shown in Fig-
ure 2, we combine latent embeddings to obtain students’ proficiency
levels and exercise difficulties via matrix factorization following
KaNCD [39]. In this paper, we adopt a simple yet effective probabilis-
tic matrix factorization, which is widely adopted in recommender
systems [13, 26, 46]. The process is as follows:

𝑎𝑠𝑘 = 𝜎 (< uG̃𝑠 , o𝑘 >), 𝑑𝑒𝑘 = 𝜎 (< vG̃𝑒 , o𝑘 >), (4)

where <,> denotes the inner dot between two embeddings. 𝜎
denotes the sigmoid activation function. By repeating Eq.(4) on all
concepts, we can obtain student’s proficiency levels and exercise
difficulties, i.e., a𝑠 and d𝑒 . Following [30], we allow adding bias
terms during the above process. The connections between a𝑠 , d𝑒 and
response logs can be represented as that a student is more likely to
answer an exercise correctly when the student’s ability exceeds the
exercise difficulty on corresponding knowledge concepts. Therefore,
the diagnostic function can be formulated as:

pG̃𝑠𝑒 = Q𝑒 ⊙ (a𝑠 − d𝑒 ) × ℎ𝑑𝑖𝑠𝑐𝑒 , 𝑟
G̃
𝑠𝑒 = 𝜎 (𝑀𝐿𝑃𝑠 (pG̃𝑠𝑒 ) ), (5)

where Q𝑒 denotes the relations between concepts and exercise 𝑒 ,
and ⊙ denotes the element-wise product. pG̃𝑠𝑒 denotes the hidden
representation between student 𝑠 and exercise 𝑒 , and 𝑟 G̃𝑠𝑒 denotes
the predicted student 𝑠’s response log on exercise 𝑒 based on graph
G̃. Finally, we use the classic BCE loss, formulated as:

min
𝜃

L𝐵𝐶𝐸 = −
∑︁

(𝑠,𝑒,𝑟𝑠𝑒 ) ∈𝑅
(𝑟𝑠𝑒 log(𝑟 G̃𝑠𝑒 ) + (1 − 𝑟𝑠𝑒 ) log(1 − 𝑟 G̃𝑠𝑒 ) ) . (6)

where 𝜃 denotes all trainable parameters of graph-based CDmodels,
i.e., trainable parameters in Section 3.3. The remaining problem
relies on how to obtain the reliable graph G̃.
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3.4 Informative Edge Differentiation Layer
In this part, we aim to build a reliable student-exercise graph G̃
based on the original graph G. To improve diagnostic performance,
the reliable graph G̃ should minimize the effects of uncertain edges.
To this end, we propose an Informative Edge Differentiation (IE-
Diff) layer to obtain this reliable graph. Our intuition is from a
powerful information bottleneck principle [34, 45], which focuses
on extracting relevant information from data while simultaneously
discarding irrelevant details. Formally, given input data 𝑋 , hidden
representations 𝐻 , and downstream task labels 𝑌 (chain form: <
𝑋 → 𝐻 → 𝑌 >), the information bottleneck principle suggests
that optimal representations should keep minimal yet sufficient
information for downstream tasks [29, 52], formulated as:

𝐻 ∗ = 𝑎𝑟𝑔𝑚𝑎𝑥𝐻 𝐼 (𝑌 ;𝐻 ) − 𝛽𝐼 (𝑋 ;𝐻 ), (7)

where 𝐼 (𝑌 ;𝐻 ) and 𝐼 (𝑋 ;𝐻 ) denote the mutual information between
corresponding variables, and 𝛽 denotes the balancing parameter
between two parts. As shown in Figure 3, we adopt the information
bottleneck principle in reducing effects of uncertain edges in the
student-exercise bipartite graph, formulated as:

max
𝜙
𝐼 (𝑅;U,V, G̃) − 𝛽𝐼 ( G̃, G), (8)

where 𝑅 denotes response logs, U,V denote latent embeddings
of students and exercises. G and G̃ denote the original bipartite
graph and the reliable graph, respectively. 𝜙 denotes parameters of
the reliable graph G̃. Eq.(8) requires maximizing 𝐼 (𝑅;A,D, G̃) and
minimizing 𝐼 ( G̃, G) . One obvious challenge in realization Eq.(8) lies
in how to parameterize G̃.

3.4.1 Parameterization of the reliable graph G̃. In Eq.(8), G̃ should
be learnable. Typically, a student-exercise graph can be expressed
as a binary adjacency matrix, while this matrix itself can not be
optimized. Therefore, a key challenge lies in the parameterization of
G̃. In this paper, we formulate the edge parameterization as a graph
edge dropout problem [52]. The detailed form is 𝑔𝑠𝑒 = 𝑔𝑠𝑒 ⊙ 𝜌𝑠𝑒 ,
where 𝑔𝑠𝑒 and 𝑔𝑠𝑒 denote the edge between student 𝑠 and exercise 𝑒
in the original graph G and reliable graph G̃, respectively. ⊙ denotes
the element-wise product. 𝜌𝑠𝑒 describes the certainty of edge 𝑔𝑠𝑒 .
The more uncertain the edge is, the higher the probability of being
dropped. We model edge certainty for different subgraphs. Depend-
ing on whether edge 𝑔𝑠𝑒 corresponds to a correct response log or an
incorrect response log, we choose 𝜌1𝑠𝑒 and 𝜌0𝑠𝑒 to model its certainty,
respectively. 𝜌1𝑠𝑒 and 𝜌0𝑠𝑒 together form the overall 𝜌𝑠𝑒 . Then, we
model them as 𝜌1𝑠𝑒 ∼ 𝐵𝑒𝑟𝑛 (𝑤1

𝑠𝑒 ) and 𝜌0𝑠𝑒 ∼ 𝐵𝑒𝑟𝑛 (𝑤1
𝑠𝑒 ) . 𝐵𝑒𝑟𝑛 (𝑤1

𝑠𝑒 )
and 𝐵𝑒𝑟𝑛 (𝑤0

𝑠𝑒 ) represent Bernoulli distributions with parameter
𝑤1
𝑠𝑒 and 𝑤0

𝑠𝑒 , respectively. Then, we propose to parameterize 𝑤1
𝑠𝑒

and 𝑤0
𝑠𝑒 with considering different semantics as:

𝑤0
𝑠𝑒 = W0 ( [u𝑠 ; v𝑒 ] ), 𝑤1

𝑠𝑒 = W1 ( [u𝑠 ; v𝑒 ] ), (9)

whereW0,W1 denotes corresponding trainable weight matrices. [; ]
denotes concatenation of two embeddings. After obtaining 𝑤0

𝑠𝑒 and
𝑤1
𝑠𝑒 , we focus on making 𝐵𝑒𝑟𝑛 (𝑤0

𝑠𝑒 ) and 𝐵𝑒𝑟𝑛 (𝑤1
𝑠𝑒 ) differentiable.

We adopt the popular concrete relaxation method [18]:

𝐵𝑒𝑟𝑛 (𝑤0
𝑠𝑒 ) = 𝜎 (log(𝛿/(1 − 𝛿 ) + 𝑤0

𝑠𝑒 )/𝑡 ),
𝐵𝑒𝑟𝑛 (𝑤1

𝑠𝑒 ) = 𝜎 (log(𝛿/(1 − 𝛿 ) + 𝑤1
𝑠𝑒 )/𝑡 ),

(10)

where 𝑡 is the temperature parameter and we set 𝑡 = 0.2 in our
experiments. 𝛿 denotes random variable sampled from 𝑈 (0, 1).

3.4.2 Maximization of 𝐼 (𝑅;U,V, G̃) . In this part, we focus on how to
handle the first term in Eq.(8). 𝐼 (𝑅;U,V, G̃) requires that the reliable
graph G̃ should satisfy the response log prediction. Here, we derive
the lower bound of 𝐼 (𝑅;U,V, G̃) for its maximization.
𝐼 (𝑅;U,V, G̃) = 𝐻 (𝑅) − 𝐻 (𝑅 |U,V, G̃)

(𝑎)
≥

𝑀∑︁
𝑠=1

𝑁∑︁
𝑒=1

1∑︁
𝑟=0

𝑝 (𝑟𝑠𝑒 , u𝑠 , v𝑒 , G) log𝑝 (𝑟𝑠𝑒 |u𝑠 , v𝑒 , G̃)

(𝑏)
≥

∑︁
(𝑠,𝑒,𝑟𝑠𝑒 ) ∈𝑅

log𝑝 (𝑟𝑠𝑒 |u𝑠 , v𝑒 , G̃)

(𝑐 )
=

∑︁
(𝑠,𝑒,𝑟𝑠𝑒 ) ∈𝑅

log𝑝 (𝑟𝑠𝑒 |𝑟𝑠𝑒 )

(𝑑 )
=

∑︁
(𝑠,𝑒,𝑟𝑠𝑒 ) ∈𝑅

log[𝑟𝑟𝑠𝑒𝑠𝑒 (1 − 𝑟𝑠𝑒 ) (1−𝑟𝑠𝑒 ) ]

(𝑒 )
=

∑︁
(𝑠,𝑒,𝑟𝑠𝑒 ) ∈𝑅

(𝑟𝑠𝑒 log(𝑟𝑠𝑒 ) + (1 − 𝑟𝑠𝑒 ) log(1 − 𝑟𝑠𝑒 ) ) .

(11)

Here, 𝑟𝑠𝑒 is short for 𝑟 G̃𝑠𝑒 . The reason for each derivation step is
as follows: (a) is the non-negative property of entropy; (b) is that
𝑝 (𝑟𝑠𝑒 , u𝑠 , v𝑒 , G) ≤ 1 and 𝑙𝑜𝑔𝑝 (𝑟𝑠𝑒 |u𝑠 , v𝑒 , G̃) < 0; (c) is that we can
obtain 𝑟𝑠𝑒 given students and exercises’ parameters (this process
is shown in Figure 2); (d) represents the form in the context of
maximum likelihood probability; (e) is the property of 𝑙𝑜𝑔 function.
The lower bound of 𝐼 (𝑅;A,D, G̃) is the negative of a Binary Cross-
Entropy (BCE) function (a widely-adopted loss in CD models [39,
42]). Therefore, maximizing the mutual information is equivalent
to minimizing the BCE loss in Eq.(6).

3.4.3 Minimization of 𝐼 ( G̃, G) . Next, we focus on how to minimize
the second term in Eq.(8). Estimating the upper bound of mutual in-
formation is difficult. Some methods employ variational techniques
for this estimation [1–3], however, they heavily depend on prior
assumptions. In this paper, we adopt the Hilbert-Schmidt Indepen-
dence Criterion (HSIC [16, 25]) for mutual information minimiza-
tion. 𝐻𝑆𝐼𝐶 (𝑋,𝑌 ) measures dependence between two variables 𝑋
and 𝑌 . Generally, if 𝐻𝑆𝐼𝐶 (𝑋,𝑌 ) is closer to 0, these variables are
more independent from each other. In detail,𝐻𝑆𝐼𝐶 (𝑋,𝑌 ) is based on
covariance operators in the Reproducing Kernel Hilbert Space [5],
formulated as:

𝐻𝑆𝐼𝐶 (𝑋,𝑌 ) =E𝑋,𝑋 ′,𝑌 ,𝑌 ′ [K𝑋 (𝑋,𝑋 ′ )K𝑌 (𝑌,𝑌 ′ ) ]
+E𝑋,𝑋 ′ [K𝑋 (𝑋,𝑋 ′ ) ]E𝑌,𝑌 ′ [K𝑌 (𝑌,𝑌 ′ ) ]
−2E𝑋𝑌 [E𝑋 ′ [K𝑋 (𝑋,𝑋 ′ ) ]E𝑌 ′ [K𝑌 (𝑌,𝑌 ′ ) ] ],

(12)

where 𝑋 ′ and 𝑌 ′ are two independent copies of 𝑋 and 𝑌 . K𝑋 and
K𝑌 denote the kernel function for two variables. Given sufficient
instances {𝑥𝑖 , 𝑦𝑖 }𝑛𝑖=1 in the batched training samples, estimation of
𝐻𝑆𝐼𝐶 (𝑋,𝑌 ) can be realized as 𝐻𝑆𝐼𝐶 (𝑋,𝑌 ) = (𝑛 − 1)−2𝑇𝑟 (K𝑋 𝐽 K𝑌 𝐽 ) ,
where 𝑇𝑟 ( ·) denotes the trace of a matrix. 𝐽 = I − 11𝑇 /𝑛 denotes the
centering matrix, where I denotes the Identity matrix, 𝑛 denotes the
number of batched instances [43]. The inputs of K𝑋 and K𝑌 are two
instances from batched samples, i.e., K𝑋 (𝑥𝑖 , 𝑥 𝑗 ) and K𝑌 (𝑦𝑖 , 𝑦 𝑗 ) . In
this paper, we adopt a widely-adopted Radial Basis Function (RBF)
for K𝑋 [35]:

K𝑋 (𝑥𝑖 , 𝑥 𝑗 ) = 𝑒𝑥𝑝 (−
| |𝑥𝑖 − 𝑥 𝑗 | |2

2𝛼
), (13)

where 𝛼 denotes a constant that controls the sharpness of K𝑋 .
Following [52], we set 𝛼 to 0.2 in experiments. We also adopt the
same RBF kernel function for K(𝑦𝑖 , 𝑦 𝑗 ) . In this paper, we aim to
minimize mutual information between two graphs. Here, we utilize
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the minimization of 𝐻𝑆𝐼𝐶 ( G̃, G) to replace direct minimization of
𝐼 ( G̃, G) . As graphs are non-Euclidean, we adopt Monte Carlo sam-
pling on node representations for estimation [52]: 𝐻𝑆𝐼𝐶 ( G̃, G) ) =
𝐻𝑆𝐼𝐶 (UG̃,UG ) +𝐻𝑆𝐼𝐶 (VG̃,VG ) , where UG̃ and VG̃ denote final em-
beddings based on the reliable graph G̃. UG and VG denote embed-
dings based on the original graph G. In our experiments, we take
students and exercises in each batch into consideration. In sum-
mary, we realize minimizing mutual information via the following
HSIC-based loss function:

𝐿𝐻𝑆𝐼𝐶 = 𝐻𝑆𝐼𝐶 (UG̃,UG ) +𝐻𝑆𝐼𝐶 (VG̃,VG ) . (14)

We combine Eq.(6) and Eq.(14) for the final loss, which can be
formulated as:

min
𝜙

L𝑎𝑙𝑙 = L𝐵𝐶𝐸 + 𝛽L𝐻𝑆𝐼𝐶 , (15)

where L𝑎𝑙𝑙 is used to update parameters of IE-Diff (𝜙).

3.5 Alternating Training Strategy
A straightforward idea is to adopt the paradigm of multi-task learn-
ing and use Eq.(15) to optimize overall parameters of ISG-CD to-
gether (𝜃 and 𝜙) [52]. Considering the interdependence between the
S-GNN based CD model and the IE-Diff layer, we adopt alternating
training [58, 59]. Specifically, we choose to pre-train 𝜃 based on the
original graph for a few epochs as a start. In practice, we allow for
5 additional pre-training epochs on all three datasets. Subsequently,
we alternately perform two steps: fix 𝜃 to optimize 𝜙 (Eq.(15)), then
fix 𝜙 to optimize 𝜃 (Eq.(6)) until convergence. To better highlight
the advantages, we also compare different strategies in Section 4.6.

3.6 Model Discussions
3.6.1 Additional Time Complexity. Compared to the backbone
model KaNCD, ISG-CD first involves with GNN. Specifically, we
utilize sparse tensors to represent adjacency matrices. The Update
of student/exercise latent embeddings relies on a sparse tensor mul-
tiplication, and the time complexity is𝑂 (𝑛𝑛𝑧 ∗𝑇 ), where𝑇 denotes
the number of concepts and 𝑛𝑛𝑧 represents the number of non-zero
elements in the sparse matrix. Second, we introduce an informative
edge differentiation layer. As shown in Eq.(10), this layer maps local
embeddings to certainty for all edges. Note that, this process does
not involve with GNNs, therefore, the time complexity caused by
IE-Diff is much lower than S-GNN. Overall, the additional time
complexity of ISG-CD is low.

3.6.2 Additional Space Complexity. ISG-CD has two parts of addi-
tional parameters compared to KaNCD. One part lies in adjacency
matrices corresponding to subgraphs, whose space complexity of
sparse matrices is𝑂 (𝑛𝑛𝑧). The other part is informative edge differ-
entiation, which applies additional MLPs to calculate edge certainty.
The additional MLPs are shared across all edges, therefore, space
complexity of this part can be ignored. Overall, the additional space
complexity of ISG-CD is low.

3.6.3 Training Procedures of ISG-CD. For readability, we present
the training procedures of ISG-CD in Algorithm 1. The process is
divided into updating the parameters of the graph structure and
the parameters of the CD model sequentially within each epoch.

Algorithm 1 Detailed training procedures of ISG-CD.
Require: Triplets of students, exercises and response log 𝑅,

student-exercise bipartite graph G.
Ensure:
1: Initialize parameters of graph-based CD (𝜃 ) and parameters of

edge differentiation layer (𝜙).
2: Pre-train 𝜃 based on the original graph G for several epochs.
3: repeat
4: Fix 𝜃 and unfix 𝜙 ;
5: for each sample (𝑠, 𝑒, 𝑟𝑠𝑒 ) in the training data do
6: Obtain the reliable graph G̃ (Eq.(10));
7: Update UG̃,VG̃ according to G̃ (Eq.(3));
8: Update UG,VG according to G (Eq.(3));
9: Obtain student abilities and exercise difficulties based on

matrix factorization (Eq.(4));
10: Obtain response log prediction 𝑟 G̃𝑠𝑒 (Eq.(5));
11: Calculate HSIC loss (Eq.14);
12: Calculate BCE loss (Eq.(6));
13: Calculate overall loss (Eq.(15));
14: end for
15: Minimize Eq.(15) to update 𝜙 ,
16: Fix 𝜙 and unfix 𝜃 ;
17: for each sample (𝑠, 𝑒, 𝑟𝑠𝑒 ) in the training data do
18: Obtain the reliable graph G̃ (Eq.(10));
19: Update UG̃,VG̃ according to G̃ (Eq.(3));
20: Obtain student abilities and exercise difficulties based on

matrix factorization (Eq.(4));
21: Obtain response log prediction 𝑟 G̃𝑠𝑒 (Eq.(5));
22: Calculate BCE loss (Eq.(6));
23: end for
24: Minimize BCE loss to update 𝜃 ,
25: until Convergence.

4 Experiments
In this section, we try to answer these Research Questions (RQ):
RQ1: Does ISG-CD have consistently superior performance on

three datasets? (Section 4.2)
RQ2: Does ISG-CD really detect uncertain edges? (Section 4.3)
RQ3: Are all components in ISG-CD important? (Section 4.4)
RQ4: What are the impacts of different hyperparameters on ISG-

CD? Can ISG-CD consistently achieve better diagnostic per-
formance than the second-best CD model? (Section 4.5)

RQ5: What are the impacts of different training strategies on ISG-
CD? (Section 4.6)

4.1 Experimental Settings
4.1.1 Datasets. In the experimental part, we choose three real-
world datasets, i.e., ASSIST dataset (ASSISTments 2009-2010 ”skill
builder”)1, Junyi dataset (Junyi Academy Math Practicing Log)2,
and MOOC-Radar dataset3. ASSIST is a publicly available dataset

1https://sites.google.com/site/assistmentsdata/feng2009
2https://pslcdatashop.web.cmu.edu/DatasetInfo?datasetId=1198
3https://github.com/THU-KEG/MOOC-Radar
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Table 1: The detailed statistics of three datasets.

Dataset ASSIST Junyi MOOC-Radar
#Students 2,493 10,000 14,224
#Exercises 17,746 734 2,513

#Knowledge concepts 123 734 580
#Response logs 267,415 408,057 898,933

#Response logs per student 107.266 40.8 63.198
#Concepts per exercise 1.192 1 1

#Sparsity in response logs 99.396% 94.441% 97.485%

collected by the ASSISTments online tutoring systems [12]. It con-
tains a wealth of student-exercise response logs and expert-labeled
exercise-concept relations Q. Junyi dataset is an open dataset col-
lected by an e-learning website, Junyi Academy. The unique char-
acteristic of the Junyi dataset lies in one-to-one correspondence
between knowledge concepts and exercises. We adopt the same
pre-processing method as [19]. MOOC-Radar is a recently collected
dataset from students’ learning records in MOOCs [53], which con-
tains abundant response logs. We record the detailed statistics in
Table 1. Finally, we conduct five-fold cross-validation for all models.
Specifically, we randomly split all student-exercise response logs
into 5 parts. Each part will be treated as the testing set in turn, and
then we split the remaining 4 parts into the training set and the
validation set with the ratio of 7:1.

4.1.2 Metrics. Similar to previous studies [14, 19, 38, 42], we eval-
uate the prediction performance of response logs. Two commonly
used accuracy metrics have been adopted for performance evalua-
tion: Accuracy (ACC), and Area Under the Curve (AUC). Addition-
ally, we employ a widely-used metric called Degree of Agreement
(DOA) [39, 47]. DOA measures the consistency between the pre-
dicted proficiency levels and the observed patterns in response logs.
Note that, we evaluate DOA on the testing set.

4.1.3 Baselines. We select the following cutting-edge and high-
performing CD models as our baselines:
• DINA [10]. It adopts binary variables to represent students and
exercises. Guess and slip parameters are also introduced.

• NCDM [38]. It applies neural networks to CD, and uses high-
dimensional representations to represent students’ abilities.

• KaNCD [39]. Compared to NCDM, it adopts matrix factoriza-
tion techniques for student abilities and exercise difficulties.

• KSCD [22]. Compared to NCDM, it adopts matrix factorization
techniques for student abilities and exercise difficulties, and
designs a novel fusion function.

• RCD [14]. It incorporates student-exercise bipartite graph and
concept-concept relationships into CD models.

• SCD [42]. Compared to RCD, it gives up diagnosing proficiency
levels, and introduces a self-supervised learning based loss.

• HAN-CD [44]. To adapt HAN to CD, we replace initial node
features and projection with free embeddings, and consider
correct/incorrect student-exercise meta paths.
For the sake of feasibility of KSCD with 24G cuda memory, we

change its fusion function by directly fusing representations at
the second dimension on Junyi and MOOC-Radar datasets. For
RCD, we replace the GNN propagation process in the original codes

with sparse tensor matrix multiplication, which improves efficiency
while keeping a similar diagnostic performance. Besides, we present
a variation of edge differentiation layer in Appendix A.1, and the
corresponding results are recorded in Appendix B.

4.1.4 Hyperparameter Settings. We randomly sample 8,192 logs
per batch, and search the learning rate from {0.0001, 0.0005, 0.001,
0.005, 0.01} for all models. We adopt the Adam optimizer. We set
the embedding dimension 𝑍 to 128 for all models, and adopt the
Xavier initialization for all trainable parameters. As for the number
of GNN layers 𝐿, similar to previous studies [27, 42], we search
from {1, 2, 3, 4} and select the best result. The hidden dimensions of
MLPs in Eq.(5) are 512 and 256 for all models. Following [52], the
temperature 𝑡 is set to 0.2, 𝛼 in Eq.(13) is set to 0.2 on all datasets.
To ensure fair comparisons, for both ORCDF and our proposed
ISG-CD, we choose KaNCD as the backbone model [39], and set
the balancing hyperparameter 𝛽 to 0.5. Further, we adopt the same
GNN structure for these two models. We have released codes of
ISG-CD for implementation4.

Table 2: Overall performance on the ASSIST dataset. We use
bold font to emphasize the best results and underline to
indicate the second-best results.

Model ACC ↑ AUC ↑ DOA ↑
DINA 0.6253 ± 0.0245 0.6794 ± 0.0201 0.5579 ± 0.0316
NCDM 0.7072 ± 0.0222 0.7244 ± 0.0212 0.5543 ± 0.0293
KSCD 0.7209 ± 0.0241 0.7503 ± 0.0252 0.5092 ± 0.0062
KaNCD 0.7182 ± 0.0250 0.7404 ± 0.0251 0.6057 ± 0.0235
RCD 0.7153 ± 0.0123 0.7382 ± 0.0226 0.6221 ± 0.0230
SCD 0.7212 ± 0.0566 0.7552 ± 0.0576 -

HAN-CD 0.7257 ± 0.0229 0.7524 ± 0.0240 0.6348 ± 0.0185
ISG-CD 0.7322 ± 0.0247 0.7604 ± 0.0296 0.6582 ± 0.0251

4.2 Overall Performance (RQ1)
We report overall performance in Table 2, Table 3 and Table 4. There
are several observations from these three tables.
• First of all, ISG-CD has the best performance on three
datasets. On three datasets, ISG-CD achieves a stable improve-
ment in accuracy performance compared to second-best results.
Furthermore, ISG-CD has an improvement of nearly 1.5% on the
DOA metric on MOOC-Radar dataset. This clearly demonstrates
the stable and strong modeling ability of ISG-CD.

• Second, compared to graph-based CDmodels which do not
distinguish edge heterogeneity (RCD, SCD), our proposed
ISG-CDachieves stable improvements on all three datasets.
Specifically, compared to RCD and SCD, ISG-CD has over 1%
accuracy improvements on ASSIST and Junyi datasets. This
prove that distinguishing edge semantics in CD will improve
diagnosis performance of graph-based CD models.

• Third, we find that ISG-CD consistently outperforms both
HAN-CD and ORCDF on three models. ompared to HAN-
CD and ORCDF, ISG-CD has nearly 0.7% AUC improvements

4https://github.com/ShaoPengyang/ISG-CD
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Table 3: Overall performance on the Junyi dataset. We use
bold font to emphasize the best results and underline to
indicate the second-best results.

Model ACC ↑ AUC ↑ DOA ↑
DINA 0.5105 ± 0.0230 0.6429 ± 0.0177 0.5002 ± 0.0056
NCDM 0.7482 ± 0.0013 0.7816 ± 0.0013 0.5476 ± 0.0162
KSCD 0.7561 ± 0.0029 0.7909 ± 0.0053 0.5001 ± 0.0039
KaNCD 0.7536 ± 0.0020 0.7867 ± 0.0017 0.5529 ± 0.0212
RCD 0.7512 ± 0.0044 0.7834 ± 0.0025 0.4996 ± 0.0050
SCD 0.7576 ± 0.0056 0.7902 ± 0.0040 -

HAN-CD 0.7626 ± 0.0039 0.7957 ± 0.0080 0.6469 ± 0.0132
ISG-CD 0.7672 ± 0.0041 0.8058± 0.0039 0.6728 ± 0.0208

Table 4: Overall performance on the MOOC-Radar dataset.
We use bold font to emphasize the best results and underline
to indicate the second-best results.

Model ACC ↑ AUC ↑ DOA ↑
DINA 0.7792 ± 0.0047 0.8142 ± 0.0035 0.5436 ± 0.0141
NCDM 0.8537 ± 0.0063 0.8663 ± 0.0056 0.6055 ± 0.0247
KSCD 0.8587 ± 0.0060 0.8800 ± 0.0048 0.5027 ± 0.0139
KaNCD 0.8576 ± 0.0093 0.8782 ± 0.0049 0.6980 ± 0.0161
RCD 0.8599 ± 0.0062 0.8792 ± 0.0065 0.6678 ± 0.0121
SCD 0.8617 ± 0.0068 0.8810 ± 0.0051 -

HAN-CD 0.8600 ± 0.0037 0.8799 ± 0.0096 0.7231 ± 0.0231
ISG-CD 0.8676 ± 0.0045 0.8885 ± 0.0068 0.7432 ± 0.0132

on all three datasets. Note that, HAN-CD, ORCDF and our pro-
posed ISG-CD actually share a similar GNN structure. These re-
sults indicate the effectiveness of constructing a reliable student-
exercise graph structure in enhancing graph-based CD models.

• Last but not least, we find that graph basedmethods (HAN-
CD, ORCDF, and ISG-CD) achieve the most accuracy im-
provements on the Junyi dataset compared to the back-
bone KaNCD model. The reason lies in the unique character-
istic of Junyi dataset, i.e., one-to-one correspondence between
knowledge concepts and exercises. That is to say, concepts that
we encountered in the testing set will be totally different from
those in the training set. This indicates that utilizing graph struc-
ture can better handle some extreme data situations.

4.3 Uncertain Edge Detection (RQ2)
In this part, we focus on whether the IE-Diff layer can accurately
distinguish uncertain edges. Note that, these uncertain edges arise
due to students’ carelessness or guessing. We find that it is not easy
to generate random noise on non-interacted student-exercise pairs.
These non-interacted pairs consist of potential correct and incorrect
response logs. Hence, we randomly choose certain ratios of existing
student-exercise response logs (corresponding to edges in graph)
and change their labels. IE-Diff assigns 𝐵𝑒𝑟𝑛 (𝑤0

𝑠𝑒 ) or 𝐵𝑒𝑟𝑛 (𝑤1
𝑠𝑒 )

to the edge between student 𝑠 and exercise 𝑒 . A smaller value of
𝐵𝑒𝑟𝑛 (𝑤0

𝑠𝑒 ) or 𝐵𝑒𝑟𝑛 (𝑤1
𝑠𝑒 ) denotes more uncertainty in this edge. If

the value is smaller than 0.5, IE-Diff regards this edge as detected
uncertain edges. We conduct experiments about whether these
uncertain edges can be detected on ASSIST and Junyi datasets.

(a) ASSIST dataset (b) Junyi dataset 
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Figure 4: Edge detection with varying the number of uncer-
tain edges on the ASSIST and Junyi datasets.

Figure 5: Diagnostic performance with varying number of
GNN layers 𝐿 and temperature 𝑡 on the ASSIST dataset.

From Figure 4, we can infer two findings. First, the more mod-
ified edges, the lower the detection ratio. One possible reason is
that the original data distribution will change if most edges are
uncertain. Second, we find that even with a considerable number of
uncertain edges, ISG-CD still maintains relatively reliable detection
performance. Specifically, on the ASSIST dataset, even with 30% of
the edges being uncertain, we still maintain a detection probability
of near 80%. These findings can reflect effectiveness of IE-Diff.

4.4 Ablation Studies (RQ3)
We have conducted ablation experiments about the Semantic GNN
(S-GNN) layer and Informative Edge Differentiation layer (IE-Diff)
of ISG-CD, and results are presented in Table 5. The first row does
not take any additional layers into consideration, therefore, it cor-
responds to the backbone KaNCD model [39]. Please note that,
S-GNN layer serves as the precondition for IE-Diff layer, therefore,
we do not include adopting IE-Diff without S-GNN in Table 5.

There are several observations from Table 5. First, Semantic-
aware GNN Layer demonstrates remarkable adaptability to CD by
combining state-of-the-art model paradigms [38, 39]. Compared
to some models that sacrifice diagnostic capabilities for accuracy
improvements [42], it not only achieves a remarkable accuracy im-
provement but also retains its diagnostic capabilities intact. Second,
Informative Edge Differentiation Layer makes precise adjustments
to the graph structure, resulting in consistent accuracy improve-
ments on both datasets. This layer builds on the aforementioned
foundations, showcasing its ability to further enhance diagnostic
performance.
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Table 5: Ablation studies on ASSIST and Junyi datasets. The last row corresponds to our proposed ISG-CD.

S-GNN IE-Diff ASSIST dataset Junyi dataset
Sec 3.3 Sec 3.4 ACC ↑ AUC ↑ DOA ↑ ACC ↑ AUC ↑ DOA ↑
% % 0.7182 ± 0.0250 0.7404 ± 0.0251 0.6057 ± 0.0231 0.7536 ± 0.0020 0.7867 ± 0.0017 0.5529 ± 0.0212
! % 0.7248 ± 0.0165 0.7518 ± 0.0188 0.6329 ± 0.0101 0.7623 ± 0.0082 0.7964 ± 0.0065 0.6432 ± 0.0123
! ! 0.7322 ± 0.0247 0.7604 ± 0.0296 0.6582 ± 0.0251 0.7672 ± 0.0041 0.8058± 0.0041 0.6728 ± 0.0208

Figure 6: Diagnostic performance with varying number of
GNN layers 𝐿 and temperature 𝑡 on the Junyi dataset.

4.5 Hyperparameters Analyses (RQ4)
Number of GNN Layers 𝐿 and Temperature 𝑡 . The number of
GNN layers 𝐿 is directly related to performance of ISG-CD. Also,
temperature 𝑡 in Eq.(10) is an important hyperparameter that con-
trols the effectiveness of L𝐻𝑆𝐼𝐶 . In this part, we focus on studying
the impacts of these two factors. The results are in Figure 5-6.

We have several observations from these results. First, we find
that ISG-CD achieves a stable improvement compared to the back-
bonemodel, KaNCD. Specifically, AUC of KaNCDonASSIST dataset
is 0.7404. However, ACC of ISG-CD in Figure 5 is over 0.7550 with
ranging the number of GNN layers 𝐿 from 1 to 4. This indicates the
stable effectiveness of our proposed semantic-aware GNN layers.
Second, we find that the optimal results on the ASSIST dataset
occur when 𝐿 = 4, while the optimal results on the Junyi dataset
occur when 𝐿 = 2. The phenomenon on Junyi dataset indicates
that there may be over-smoothing caused by multiple GNN layers.
These findings suggest that the number of GNN layers should be
carefully chosen based on specific datasets. Third, when the tem-
perature 𝑡 is in the range of 0.1 to 0.5, ISG-CD achieves relatively
stable performance on both two datasets. When the temperature 𝑡
approaches extreme values, ISG-CD experiences a noticeable de-
cline in diagnosis performance. For example, on the ASSIST dataset,
AUC of ISG-CD is close to 0.76 when 𝑡 = 0.1, 0.2, 0.5 and 𝐿 = 4,
while AUC is close to 0.755 when 𝑡 = 0.01, 0.9 and 𝐿 = 4. These
observation suggests that we should avoid extreme values when
choosing temperature 𝑡 .

4.6 Comparing Different Training Strategies
(RQ 5)

We compare the following training strategies: the Alternating Learn-
ing (AL) strategy [58, 59] and the Multi-Task Learning (MTL) strat-
egy [52]. For the process of the AL strategy, we first pre-train 𝜃
based on the original graph for 5 epochs. We also compare AL with
ALwoP (AL without Pre-training). Subsequently, we alternately

Table 6: Comparing Different training strategies on the AS-
SIST and Junyi datasets.

Dataset strategy ACC ↑ AUC ↑ DOA ↑
ASSIST MTL 0.7271 ± 0.0186 0.7532 ± 0.0160 0.6299 ± 0.0211
ASSIST ALwoP 0.7301 ± 0.0284 0.7586 ± 0.0311 0.6402 ± 0.0268
ASSIST AL 0.7322 ± 0.0247 0.7604 ± 0.0296 0.6582 ± 0.0251
Junyi MTL 0.7621 ± 0.0066 0.8004 ± 0.0052 0.6524 ± 0.0137
Junyi ALwoP 0.7646 ± 0.0052 0.8028± 0.0038 0.6633 ± 0.0162
Junyi AL 0.7672 ± 0.0041 0.8058± 0.0039 0.6728 ± 0.0208

perform two steps: fix 𝜃 to optimize 𝜙 (Eq.(15)), then fix 𝜙 to opti-
mize 𝜃 (Eq.(6)) until convergence. As for the process of the MTL
strategy, we directly use Eq.(15) to optimize overall parameters of
ISG-CD together (𝜃 and 𝜙) [52].

The corresponding results are in Table 6. Firstly, the performance
of MTL is the worst. A possible reason is that the parameters of the
graph-based CD models (𝜃 ) do not need to be constrained by HSIC
loss, but MTL forces all parameters to be constrained by both BCE
and HSIC. Secondly, we find that the pre-training stage can improve
the performance of ISG-CD. We believe that the pre-training stage
can enhance the stability of ISG-CD by providing better initial
values of 𝜃 for the following alternating training.

5 Conclusion and Future Work
Educational cognitive diagnosis is a critical task in the data mining
domain, which focuses on diagnosing students’ proficiency levels
on knowledge concepts. In this paper, we proposed a novel ISG-CD,
which captures the edge heterogeneity and uncertainty. Firstly, to
capture edge heterogeneity, we designed the process of how to in-
corporate a semantic-aware GNN into CD. Secondly, we proposed
an Informative Edge Differentiation layer, which focused on keep-
ing a minimal yet sufficient reliable graph for CD based on the
information bottleneck principle. Specifically, we formulated the
process as goals of mutual information minimization/maximization,
and converted these goals to different loss functions. Finally, we
adopted alternating training to optimize the graph-based CD model
and edge differentiation layer. Extensive experimental results on
three datasets demonstrated the superiority of ISG-CD. In the future,
we plan to explore other solutions to alleviating negative effects of
uncertain edges.
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A More Details
A.1 Variation of Edge Differentiation: Ada-Diff
Edge differentiation focuses on how to distinguish fortunate guesses
(careless mistakes) from mastery (no mastery). This is crucial for
GNNs because these uncertain edges may propagate incorrect in-
formation during aggregation. We have introduced IE-Diff based
on the information bottleneck principle. Here, we introduce an in-
tuitive approach, which is based on Adaptive Edge Diff erentiation
(Ada-Diff), formulated as:

G̃1 = { (𝑠, 𝑒 ) |𝑟 G̃𝑠𝑒 > Δ ∧ 𝑟𝑠𝑒 = 1}, G̃0 = { (𝑠, 𝑒 ) |𝑟 G̃𝑠𝑒 < 1 − Δ ∧ 𝑟𝑠𝑒 = 0},
(16)

where Δ denotes the threshold for adaptively distinguishing uncer-
tain edges. For a specific concept, if a student answers correspond-
ing exercises correctly multiple times and only answers incorrectly
once, the incorrect answer will be considered as an uncertain edge.

A.2 Notation Table
For readability, we list important notations in Table 7.

B More Experimental Results
B.1 Comparisons between IE-Diff and Ada-Diff
In this part, we focus on comparing the performance of Ada-Diff
and IE-Diff. We present the results in Table 8.

We have two observations from Table 8. First, Ada-Diff has a
slightly worse performance than IE-Diff, though Ada-Diff has rela-
tively superior performance than some strong baselines. Second,
Ada-Diff necessitates an additional inference step on all response

Table 7: Important Notations in ISG-CD.

Task Formulation
𝑆, 𝐸, 𝐾 student, exercise, concept entities
𝑀, 𝑁,𝑇 number of students, exercises, concepts
𝑟𝑠𝑒 student𝑠’s response log to exercise 𝑒

𝑅 = (𝑠, 𝑒, 𝑟𝑠𝑒 ) triplets of students, exercises and response logs
Q = {𝑞𝑒𝑘 }𝑁×𝑇 relations between exercises and concepts

A, a𝑠 student abilities, student 𝑠’s ability
D, d𝑒 exercise difficulties, exercise 𝑒’s difficulty
𝑎𝑠𝑘 student 𝑠’s ability on concept 𝑘
𝑑𝑒𝑘 exercise 𝑒’s difficulty on concept 𝑘

h𝑑𝑖𝑠𝑐 , ℎ𝑑𝑖𝑠𝑐𝑒 exercise discriminations, exercise 𝑒’s discrimination
Semantic-aware GNN (S-GNN) based CD

U, u𝑠 = u(0)𝑠 student embeddings, student 𝑠’s local embedding
V, v𝑒 = v(0)𝑒 exercise embeddings, exercise 𝑒’s local embedding

O, o𝑘 concept embeddings, concept 𝑘’s embedding
𝑍 the dimension of latent embeddings
G the original student-exercise graph
G̃ the reliable student-exercise graph

G̃1, G̃0 student-exercise subgraphs with different edge types
𝜇
(𝑙 )
𝑒→𝑠,G̃1

, 𝜇
(𝑙 )
𝑒→𝑠,G̃0

edge-specific messages from 𝑒 to 𝑠 at 𝑙-th layer

𝜇
(𝑙 )
𝑠→𝑒,G̃1

, 𝜇
(𝑙 )
𝑠→𝑒,G̃0

edge-specific messages from 𝑠 to 𝑒 at 𝑙-th layer
N
𝑠,G̃1

,N
𝑠,G̃0

student 𝑠’s neighbor sets in different subgraphs
N
𝑒,G̃1

,N
𝑒,G̃0

exercise 𝑒’s neighbor sets in different subgraphs

uG̃𝑠 , v
G̃
𝑒 final embeddings of student 𝑠 and exercise 𝑒

<, >;𝜎 inner dot and sigmoid activation
𝑟
G̃
𝑠𝑒 predicted response log based on graph G̃

pG̃𝑠𝑒 hidden representation based on graph G̃
𝜃 all learnable parameters of S-GNN based CD

Informative Edge Differentiation (IE-Diff) layer
𝐼 (𝑋 ;𝑌 ) mutual information between two variables
𝑔𝑠𝑒 , 𝑔𝑠𝑒 edge in the original/reliable graph
(1 − 𝜌𝑠𝑒 ) edge uncertainty (probability of edge dropping)
W0,W1 trainable weight matrices
𝑤0
𝑠𝑒 ,𝑤

1
𝑠𝑒 parameters of Bernoulli distributions

𝐵𝑒𝑟𝑛(𝑤0
𝑠𝑒 ), 𝐵𝑒𝑟𝑛(𝑤1

𝑠𝑒 ) Bernoulli distributions for different edges
𝛿, 𝑡, 𝜖 random variable, temperature, noise term
𝑋 ′, 𝑌 ′ two independent copies of variables 𝑋,𝑌
K𝑋 ,K𝑌 kernel functions of variable 𝑋,𝑌

𝐽 the centering matrix
𝑇𝑟 (·) the trace of a matrix
I the identity matrix
𝛽 balancing parameter between two tasks
𝛼 sharpness of kernel functions

UG̃,VG̃ final embeddings based on the reliable graph
UG,VG final embeddings based on the original graph
𝜙 all learnable parameters of IE-Diff

Table 8: Comparisons between IE-Diff and Ada-Diff on the
ASSIST and Junyi datasets.

Data Model ACC ↑ AUC ↑ DOA ↑
ASSIST Ada-Diff 0.7283 ± 0.0222 0.7555 ± 0.0244 0.6383 ± 0.0207
ASSIST IE-Diff 0.7322 ± 0.0247 0.7604 ± 0.0296 0.6582 ± 0.0251
Junyi Ada-Diff 0.7647 ± 0.0047 0.7998 ± 0.0061 0.6484 ± 0.0146
Junyi IE-Diff 0.7672 ± 0.0041 0.8058± 0.0039 0.6728 ± 0.0208

logs at each epoch. IE-Diff only calculates the certainty of each edge
based on student and exercise local latent embeddings. This process
does not require an additional GNN process. Third, the performance
of Ada-Diff heavily relies on the manual choice of threshold Δ. In
summary, IE-Diff not only delivers superior performance metrics
but also operates with a more efficient computational complexity.
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