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Abstract

Large language models (LLMs) have shown impressive emer-
gent abilities in a wide range of tasks, but the associated ex-
pensive API cost greatly limits the real application. Previ-
ous works like chain-of-thought (CoT) and tree-of-thoughts
(ToT) have predominately focused on enhancing accuracy,
but overlook the rapidly increasing API cost, which could
be particularly problematic for open-ended real-world tasks
with huge solution spaces. Motivated by the dual process the-
ory of human cognition, we propose “Synergy of Thoughts”
(SoT) to unleash the synergistic potential of hybrid LLMs
with different scales for efficient reasoning. By default, SoT
uses smaller-scale language models to generate multiple low-
cost intuitive thoughts, which resembles the parallel intuitions
produced by System 1. We then design a confidence evaluator
where the intuitive thoughts are cross-evaluated and introduce
a controllable threshold mechanism to decide their mutual
conflict. If these intuitive thoughts exhibit conflicts, SoT will
invoke the reflective reasoning of scaled-up language mod-
els to emulate the intervention of System 2, which will over-
ride the intuitive thoughts and rectify the reasoning results.
This framework is model-agnostic and training-free, which
can be flexibly implemented with various off-the-shelf LLMs.
Experiments on six representative reasoning tasks show that
SoT substantially reduces the API cost by 38.3%∼75.1%,
and simultaneously achieves state-of-the-art reasoning accu-
racy and solution diversity. Notably, the average token cost
reduction on open-ended tasks reaches up to 69.1%.

Introduction
Initially conceived for autoregressive text generation, large
language models (LLMs), such as GPT (Brown et al. 2020;
Radford et al. 2018, 2019) and PaLM (Chowdhery et al.
2023), have been shown to exhibit emergent abilities for
reasoning tasks as they scale up (Wei et al. 2022a). A re-
cent landmark study reveals LLMs can unlock their rea-
soning capability by employing “Chain of Thought” (CoT)
(Wei et al. 2022a) prompts to produce intermediate steps
for reasoning. The later “Tree of Thoughts” (ToT) frame-
work (Yao et al. 2023) further allows LLMs to deliberate on
multiple reasoning paths and make high-quality global deci-
sions via tree search. Search methods like ToT are believed
to resemble the reflective reasoning mode found in human
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cognition, offering greater accuracy but at the expense of
significantly high token costs paid for API services. For ex-
ample, finding a solution for “Game of 24” with ToT con-
sumes approximately 100 times more tokens compared to
CoT (Yao et al. 2023). Besides, many open-ended real-world
problems (Zheng et al. 2023) with considerably larger solu-
tion spaces can also lead to high API costs. Consequently,
a critical research problem arises for practical LLM reason-
ing: Can we strike a more effective balance between rea-
soning accuracy and costs? This is significant for address-
ing reasoning problems in low-resource scenarios and facil-
itating the democratization of LLM reasoning. Some previ-
ous works (Chen, Zaharia, and Zou 2023; Yue et al. 2023)
propose to strategically choose a weaker or stronger LLM
for solving the reasoning problem. Despite the cost reduc-
tion, these methods are unpromising to obtain higher per-
formance than stronger LLMs, thus only achieving a dis-
counted accuracy-cost trade-off. For better accuracy-cost
balance, it’s challenging but promising to break down the
reasoning process and design a more fine-grained and com-
pact synergy mechanism for hybrid LLMs.

Our study is motivated by human’s cognition ability to ef-
ficiently tackle complex problems. The prevalent “dual pro-
cess” theory suggests (Evans 2010) there are two distinct
systems in human reasoning: System 1, capable of rapid,
preconscious and intuitive responses; and System 2, adept at
high-effort, reflective reasoning. Research indicates that ev-
eryday decision-making is predominantly governed by Sys-
tem 1 (Evans 2010), providing fast responses with minimum
resources through the intuition of associative experiences.
Although System 1 makes accurate decisions most of the
time, it is also identified as the source of various cognitive
biases (Kahneman 2011), rendering it prone to errors if not
properly monitored. On the contrary, System 2 can avoid in-
tuitive biases through effortful reflection, which is widely
encouraged in critical decision-making (Croskerry 2009).

Human reasoning has been observed to adopt a default-
interventionist mechanism, which reconciles these two com-
peting systems by firstly using System 1 to generate low-
effort default responses, which may be intervened upon
with the reflection of high-effort System 2 if the confidence
is low. Such mechanisms contribute to simultaneously en-
hancing both the reasoning accuracy and efficiency of hu-
mans. Inspired by this, we propose “Synergy of Thoughts”
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Figure 1: An illustration of dual process theory (a) and the main differences between SoT (b) and prior works (c) (d) (e). SoT
is designed following the synergy paradigm of dual processes in human reasoning.

(SoT) for efficient problem-solving with the synergy of hy-
brid LLMs (see Figure 1). There are mainly three compo-
nents in the framework of SoT: System 1, System 2 and a
confidence evaluator monitoring the synergy of the two sys-
tems. Firstly, to mimic the fast, low-effort System 1, SoT
employs several hybrid smaller-scale language models to
emulate the intuitions derived from different associative ex-
periences of humans. Secondly, SoT implements the reflec-
tive System 2 with a scaled-up LLM which is considered
to possess superior reasoning abilities. Thirdly, we design
a confidence evaluator to monitor the synergy of the two
systems. Specifically, it conducts a cross-evaluation of the
intuitive thoughts from System 1, generating a confidence
score for each thought. We then introduce a progressively
increasing threshold and compare it with the highest con-
fidence score to determine whether there are conflicts be-
tween intuitive thoughts. Such a threshold control can also
help flexibly adjust the workload of dual systems, delicately
modulating the accuracy-cost balance in SoT. Regarding the
whole workflow, for each reasoning step, SoT uses System
1 to generate multiple intuitive thoughts at low costs by de-
fault. Next, the confidence evaluator receives these intuitive
thoughts and produces an intervention signal based on their
conflicts. If the intuitive thoughts are accepted, the final rea-
soning thought is selected as the best intuitive thought, oth-
erwise, the reflective System 2 will be invoked to rectify and
override the intuitive thoughts, ensuring faithfulness of the
reasoning results. With the above designs, SoT is expected
to harness the synergistic potential of different-scale LLMs
and deliver both efficient and accurate reasoning.

Empirically, we conduct extensive experiments on six
complex reasoning tasks, including both close-ended (Game
of 24 (Yao et al. 2023), Logic Grid Puzzle (Srivastava
et al. 2022), GSM8K (Cobbe et al. 2021)) and open-

ended problems (Trivia Creative Writing (Chen et al. 2023),
Open-ended QA (Chen et al. 2023), Constrained Gener-
ation (Madaan et al. 2023)). The results show that SoT
achieves state-of-the-art reasoning accuracy on all six tasks.
More importantly, it substantially reduces the API cost by
38.3%∼75.1% compared to the second accurate baselines.
Particularly, the token cost reduction in open-ended tasks
(69.1% on average) is higher than the close-ended tasks
(42.6% on average). Besides, we find SoT can also improve
the solution diversity, probably because the default module
implemented by hybrid smaller-scale LLMs can access more
diverse information sources. Our further analysis investi-
gates the impact of intervention rate on the accuracy-cost
balance, showing wide feasible implementations that could
lead to a beneficial synergistic effect by using SoT.

In summary, our main contributions are as follows:

• We propose SoT, a novel “dual process” theory-inspired
framework that unleashes the synergistic potential of hy-
brid LLMs for cost-efficient reasoning. The framework
is model-agnostic and can be implemented with various
LLMs flexibly.

• We present a novel confidence evaluation mechanism for
hybrid LLMs via cross-evaluation and threshold control,
which can effectively monitor the faithfulness of the rea-
soning process.

• We conduct extensive experiments on six representative
reasoning tasks. Empirical results demonstrate that SoT
achieves state-of-the-art reasoning accuracy and solution
diversity on all tasks. More importantly, SoT substan-
tially reduces the API cost by 38.3% ∼ 75.1% compared
to the second accurate baseline.
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Figure 2: Overview of SoT illustrated with a two-step reasoning problem from the Open-ended QA task (making an outline
in the first step and giving the answer in the second step). SoT prioritizes reasoning with default intuitions (System 1). When
multiple intuitions are evaluated to be conflictual and low-confidence, SoT will intervene with reflective reasoning (invoking
System 2) to override them.

SoT: An Efficient Reasoning Framework with
the Synergy of Hybrid LLMs

The evidence suggests that intuition is the dominant basis for
real-world decision-making and is often effective; however,
it also shows that reliance on intuition can be dangerous
and that intervention with high-effort and explicit reason-
ing is often required, especially when problems have novel
features. — Evans et al. (Evans 2010)

Motivated by the above default-interventionist theory, we
introduce SoT, a framework that adaptively integrates two
systems for both cost-efficient and accurate LLM reasoning.
The whole framework of SoT is illustrated in Figure 2, tak-
ing an open-ended QA problem as an example. Illustrations
of more tasks and the complete SoT algorithm are shown in
the appendix. Our framework provides a high-level design
paradigm, which can have various model implementations
in practice. Next, we detail three key components in SoT,
including System 1 and System 2, and the designed confi-
dence evaluator for effective synergy of dual systems.

Efficient Intuitive Thought Generation with
System 1
System 1 is fast, intuitive, and largely dependent on rele-
vant experiences, which is suitable to be implemented with
smaller-scale language models that have not exhibited emer-
gent reasoning abilities. System 1 aims to efficiently draft in-
tuitive thoughts and advance the reasoning process forward.
To mimic the diverse intuitions for humans, here we intro-
duce K distinct smaller-scale LLMs to generate diverse in-
tuitive thoughts, denoted as {fIi(·)|i ∈ {1, 2, ...,K}}.

Given the reasoning problem p, each LLM first proposes
an initial thought independently, then we reconcile the com-
petition of diverse intuitive thoughts via interactions to fur-
ther refine the diverse intuitions. The detailed algorithm of

System 1 is shown in the appendix and reasoning with Sys-
tem 1 at step t can be formulated as:

Ht = System 1(pt; at−1) (1)

where Ht is the set of proposed intuitive thoughts, pt is the
prompt of task description at the reasoning step t, at−1 de-
notes the thoughts of the last reasoning step.

Reflective Thought Intervention with System 2
System 2 is slow, reflective, and high-effort, which is ex-
pected to provide high-quality reasoning. In the framework
of SoT, System 2 is introduced to correct the biased intu-
itive thoughts from System 1 to ensure the quality of reason-
ing results. To achieve this goal, we suggest implementing
System 2 with scaled-up LLMs, because larger-scale LLMs
exhibit more powerful reasoning capabilities than smaller-
scale LLMs, which are promising to rectify the unfaithful
intuitive thoughts. Specifically, when intuitive thoughts are
low-confidence, System 2 will be invoked for thought inter-
vention. It takes the proposed intuitive thoughts at the cur-
rent reasoning step as input and produces a rectified result
overriding previous intuitive thoughts. Formally, given the
prompt for reflective intervention pref and the best intuitive
thought at at the reasoning step t, the reasoning process with
System 2 is formulated as follows:

at = System 2(pref ; at). (2)

Confidence Evaluation-based Thought Synergy
Motivated by the synergy paradigm of dual processes of
human reasoning (Evans 2006; Kahneman, Frederick et al.
2002; Stanovich 2011), we follow a default-interventionist
mechanism to design the synergy framework of two com-
peting systems. It hypothesizes the two competing systems
are reconciled by utilizing System 1 to obtain low-effort in-
tuitive responses by default, which may be intervened upon



with the reflection of high-effort System 2 when the con-
fidence of intuitions is low. Following this idea, in each
reasoning step, SoT prioritizes utilizing System 1 to pro-
pose multiple intuitive thoughts H . However, these thoughts
might be biased or hallucinated when facing novel and com-
plex problems. When these intuitive thoughts show apparent
conflicts, System 2 will be automatically invoked for inter-
vention to rectify the reasoning process. To provide high-
quality signals, we propose a novel confidence evaluator for
hybrid LLMs via cross-evaluation and threshold control.

Confidence scoring with cross-evaluation We firstly
leverage the diverse knowledge of hybrid LLMs to com-
prehensively measure the confidence of intuitive thoughts.
In detail, once System 1 provides K intuitive thoughts
H = {ai|i ∈ {1, 2, ...,K}}, the K LLMs in System 1 will
conduct a cross-evaluation, where each intuitive thought is
scored in turn by each LLM. Denote peval as the prompt for
confidence evaluation, the score of the i-th intuitive thought
ai is formulated as:

V (ai) =

∑
j∈{1,2,...,K} fIj(peval; ai)

K
(3)

The larger score V (ai) indicates a more coherent evaluation
toward the intuition ai and higher confidence.

Intervention signal generation with threshold control
To obtain an executable evaluation criterion, we then intro-
duce an adjustable threshold value ε. The confidence eval-
uator will accept the highest confidential intuitive thought
ak = argmaxa∈HV (a) if V (ak) > ε, otherwise it will re-
ject intuitive thoughts and invoke System 2 to overwrite the
thoughts. The intervention signal p is generated according to
the following rule:

p =

{
True V (ak) > ε,

False otherwise.
(4)

When the signal is True, System 2 will intervene and over-
ride the intuitive thoughts. The working frequency of Sys-
tem 1 and 2 can be easily controlled with varying threshold
values. To further enhance the faithfulness of the reasoning
pipeline, we progressively uplift the confidence threshold
with the accumulated number of System 1-based reasoning
steps. This is because the reasoning process with more intu-
itive thoughts is more likely to be biased, where the accepted
threshold of intuitive thoughts should be raised.

Conceptually, SoT has several benefits via the harmo-
nious synergy of two systems: (1) Cost efficiency. Com-
pared with existing advanced reasoning methods purely re-
lying on high-cost System 2, SoT can significantly save to-
ken cost by using cost-efficient System 1 to propose intuitive
thoughts. (2) Solution diversity. SoT introduces diverse intu-
itions in System 1 to boost solution diversity, which is es-
pecially important for open-ended reasoning problems with
huge solution space. (3) Competitive performance. Although
SoT introduces intuitive thoughts for reasoning, the default-
interventionist mechanism can timely prevent the spread of
bias and ensure the quality of reasoning results.

Theoretical Computation Cost Analysis
To highlight the cost efficiency of SoT, we conduct a theo-
retical token cost analysis. For a more concise analysis, we
assume that the output token cost of LLMs is proportional to
the input token cost, thus do not distinguish input and output
token prices. Denote the average API cost of every demon-
stration example in System 1 and System 2 as CI and CR.

In SoT, the API cost for System 1 with K LLMs consists
of three parts. Firstly, the cost of initial thought generation
of K LLMs is MKCI . Secondly, the API cost of interaction
within K LLMs consumes (K−1)KCI . Thirdly, each LLM
will update their own thought based on feedback from other
K − 1 LLMs and the cost is (K − 1)KCI . Therefore, the
total cost of System 1 in SoT is:

Csystem1 = (M + 2K − 2)KCI , (5)

where M denotes the number of demonstrations in the
prompt. The cost of the confidence evaluation in SoT comes
from the cross-evaluation of K LLMs in System 1, and the
total of this part is:

Ceval = (K − 1)KCI , (6)

If the confidence of intuitions is low, System 2 will be in-
voked with only the highest confidential intuitive thought as
input, thus the cost is:

Csystem2 = CR. (7)

By comparison, the cost of reasoning with only reflective
System 2 is:

C ′ = MCR. (8)

Denote the intervention rate as r, when (1− r)(Csystem1 +
Ceval)+ r(Csystem1+Ceval+Csystem2) < C ′ is satisfied,
SoT is expected to effectively save API costs and the corre-
sponding condition of r is (taking M = 1 in most cases):

r < 1− (3K − 2)KCI

CR
. (9)

In the experiment part, we present a detailed analysis com-
bined with specific cost statistics of used LLMs.

Experiments
Experimental Settings
Task setup. We evaluate SoT and compared methods on six
representative reasoning tasks including three close-ended
tasks (Game of 24 (Yao et al. 2023), Logic Grid Puzzle
(Srivastava et al. 2022), GSM8K (Cobbe et al. 2021)) and
three open-ended tasks (Trivia Creative Writing (Chen et al.
2023), Open-ended QA (Chen et al. 2023), Constrained
Generation (Madaan et al. 2023)). For each task, we use the
same number of demonstration examples with original pa-
pers (one-shot in Game of 24 and zero-shot in others).
Baselines. We compare SoT with the following competitive
baselines of LLM reasoning (all methods are implemented
with GPT-4 unless otherwise stated, for a more fair perfor-
mance comparison):



Method Game of 24 Trivia Creative Writing Logic Grid Puzzle GSM8K

Acc Div Cost TFLOPS Acc Div Cost TFLOPS Acc Cost TFLOPS Acc Cost TFLOPS
CoT(best of 1) 4% 1.0 0.87 5.22E+4 67.1% 3.8 3.37 2.02E+5 65.8% 6.72 4.03E+5 87.8% 9.58 5.75E+5
CoT(best of 5) 14% 1.1 1.73 1.04E+5 73.4% 3.9 13.09 7.86E+5 67.1% 27.26 1.64E+6 91.3% 35.78 2.15E+6
LLM-cascade 8% 1.0 1.24 7.86E+4 65.7% 5.1 3.21 1.90E+5 62.1% 7.98 5.11E+5 89.1% 7.75 4.39E+5

Self-refine 20% 1.2 24.83 1.51E+6 78.2% 4.9 17.79 1.07E+6 60.6% 33.37 2.00E+6 91.1% 23.45 1.41E+6
ToT 64% 2.1 23.37 1.40E+6 76.8% 4.4 27.32 1.64E+6 66.1% 38.66 2.32E+6 91.8% 25.53 1.53E+6
SPP 12% 1.2 29.97 1.80E+6 79.9% 5.8 10.94 6.56E+5 68.3% 20.68 1.24E+6 84.6% 63.72 3.82E+6

MAD+judge 22% 1.3 28.09 1.69E+6 77.4% 6.1 17.00 1.02E+6 66.8% 45.00 2.70E+6 89.3% 43.68 2.62E+6
SoTO 73% 2.3 13.14 1.07E+6 82.2% 6.5 2.96 1.82E+5 69.9% 11.58 7.91E+5 93.4% 12.91 8.74E+5
SoTC 76% 2.4 14.42 1.28E+6 83.1% 6.3 3.41 2.38E+5 71.5% 12.23 8.93E+5 94.0% 13.14 8.98E+5

Table 1: Results on Game of 24, Trivia Creative Writing, Logic Grid Puzzle and GSM8K tasks.

Methods FairEval Div Cost TFLOPS
SoTO 6.1 7.94 5.01E+05
v.s. CoT(best of 1) 71.4% 4.2 4.84 2.91E+05
v.s. CoT(best of 5) 63.7% 4.2 20.11 1.21E+06
v.s. LLM-cascade 73.9% 5.4 4.39 2.60E+05
v.s. Self-refine 58.4% 5.3 31.86 1.91E+06
v.s. ToT 65.2% 4.7 58.52 3.51E+06
v.s. SPP 68.6% 4.6 26.69 1.60E+06
v.s. MAD+judge 59.9% 5.6 36.59 2.20E+06

Table 2: Results on Constrained Generation task (FairEval
value larger than 50% means results from SoTO are better).

• Chain-of-thought (CoT) (Wei et al. 2022b): It firstly
proposes to guide LLMs to think step-by-step for rea-
soning. For a fair comparison, we conduct multiple trials
until reaching a similar token cost of our method. For ex-
ample, the result of CoT (best of 5) is reported as the best
performance among five independent trials of CoT.

• Self-refine (Madaan et al. 2023): It iteratively produces
self-feedback and refines the results. The maximum re-
finement round is set as 4.

• Tree-of-thoughts (ToT) (Yao et al. 2023): It generates
multiple thought paths and searches the best solution
with the heuristics method. We set the candidate number
at each step as 5.

• LLM-cascade (Yue et al. 2023): It designs a dynamic
reasoning framework with weaker and stronger LLMs
controlled by checking the answer consistency of the
weak LLM. Different from our method, it only utilizes
weaker LLMs from a single source and disentangles the
thoughts of weaker and stronger LLMs, limiting the per-
formance upper bound. We follow the implementation of
CoT-2D-Vote in the original paper, setting the number of
sampling paths as 20 for GPT-3.5 and 3 for GPT-4.

• SPP (Wang et al. 2023b): It transforms a single LLM into
different personas and lets them collaborate to solve rea-
soning problems. We use GPT-4 for the implementation.

• Multi-agent debate with judgment (MAD+judge)
(Liang et al. 2023): It designs a multi-agent debate
pipeline with judgment for reasoning problems. We set

Methods FairEval Div Cost TFLOPS
SoTO 5.5 6.23 4.48E+05
v.s. CoT(best of 1) 67.2% 3.1 2.27 1.36E+05
v.s. CoT(best of 5) 63.9% 3.3 8.72 5.23E+05
v.s. LLM-cascade 71.1% 4.5 2.49 1.50E+05
v.s. Self-refine 58.6% 4.2 15.27 9.16E+05
v.s. ToT 60.8% 3.3 19.44 1.17E+06
v.s. SPP 66.1% 3.8 8.33 5.00E+05
v.s. MAD+judge 55.2% 4.7 17.00 1.02E+06

Table 3: Results on Open-ended Question Answer task
(FairEval value larger than 50% means results from SoTO

are better).

three agents implemented with GPT-4 and three rounds
of debate.

Metrics. We evaluate the methods for reasoning tasks from
four perspectives:

• Accuracy (Acc): For three close-ended tasks, accuracy
is measured directly by the generated answer and ground
truths. For Trivia Creative Writing task, accuracy is cal-
culated by # correct answer mentions/# trivia questions.
For other open-ended tasks, we utilize FairEval (Wang
et al. 2023a) to test the answer quality, following prior
works (Chen et al. 2023; Chan et al. 2023).

• Diversity (Div): Solution diversity of content generated
by LLMs has long been an important concern (Kirk et al.
2023; Padmakumar and He 2023), which is also impor-
tant for reasoning tasks, especially open-ended problems
with huge solution spaces. For Game of 24, we use the
number of generated correct answers to measure solution
diversity. For Logic Grid Puzzle and GSM8K, there’s
no concept of diversity. For three open-ended tasks, we
modify the prompt of FairEval to let it give a diversity
score (from 1 to 10) of two answers from the same model.

• API cost (Cost): It records the dollar cost of running the
method once using API services, with great attention in
prior works (Yue et al. 2023; Yao et al. 2023).

• TFLOPS: It reflects the computational complexity,
which is estimated according to the number of param-
eters following (Kaplan et al. 2020).



Methods Acc Div Cost TFLOPS
SoT (default) 73% 2.4 13.14 1.07E+06
SoT (3 LLaMA-13B) 61% 1.8 14.45 1.19E+06
SoT (3 Mistral-7B) 64% 2.0 13.86 1.12E+06
SoT (3 Yi-34B) 67% 2.0 14.20 1.18E+06
SoT (1 LLaMA-13B) 55% 1.5 14.92 1.26E+06
SoT (1 Mistral-7B) 60% 1.8 13.98 1.19E+06
SoT (1 Yi-34B) 58% 1.7 14.71 1.21E+06

Table 4: Performance of different model choices for SoTO

on Game of 24.

Methods Acc Div Cost TFLOPS
SoT (default) 76% 2.4 14.42 1.28E+06
SoT (3 GPT-3.5) 70% 2.2 15.65 1.35E+06
SoT (3 PaLM2) 67% 2.0 16.93 1.50E+06
SoT (3 Gemini1pro) 69% 2.1 15.34 1.28E+06
SoT (1 GPT-3.5) 67% 2.1 13.73 1.12E+05
SoT (1 PaLM2) 59% 1.9 12.88 1.02E+06
SoT (1 Gemini1pro) 62% 1.9 12.12 9.63E+05

Table 5: Performance of different model choices for SoTC

on Game of 24.

SoT setup. SoT provides a model-agnostic framework,
which is flexible and has various implementations. In our
experiments, we try two representative implementations,
named SoTO and SoTC . In SoTO, we implement System
1 with three popular open-source and small-scale LLMs in-
cluding Mistral-7B (Jiang et al. 2023), LLaMA-13B (Tou-
vron et al. 2023) and Yi-34B (Young et al. 2024). GPT-
4 (Achiam et al. 2023) is chosen to implement the inter-
vention with System 2. In SoTC , we implement System 1
with three closed-source and relatively smaller-scale LLMs
including GPT-3.5 (Achiam et al. 2023), PaLM2 (Anil et al.
2023) and Gemini1pro (Team et al. 2023). GPT-4 is chosen
to implement the intervention with System 2 as before. Be-
sides, it’s practicable to implement SoT with other LLMs.
We set the threshold value ε as 3.5 and the progressive in-
creasing rate as 10% in the confidence evaluation for all
tasks (more choices are analyzed in the experiment part).
All LLMs are accessed via APIs and we run all experiments
on a CPU machine with 16GB memory.

Main Results
We present the performance comparison of SoT and base-
lines on six representative reasoning tasks in Table 1, 2 and
3. From the results, we have the following observations:
(1) SoT achieves the best reasoning accuracy with signif-
icantly reduced computation cost across different tasks.
Broadly, SoT outperforms all compared methods in terms
of reasoning accuracy (or quality evaluation with FairEval).
For three close-ended reasoning tasks, compared with the
best baseline, on average SoT improves 8.6% reasoning ac-
curacy, simultaneously saving 42.6% token costs and 30.0%
TFLOPS. For three open-ended reasoning tasks, compared
with the best baseline, on average SoT improves 5.9% rea-
soning accuracy, simultaneously saving 69.1% token costs

Methods Acc Div Cost TFLOPS
SoT (default) 82.2% 6.5 2.96 1.82E+05
SoT (3 LLaMA-13B) 77.1% 5.8 3.31 2.01E+05
SoT (3 Mistral-7B) 79.6% 5.6 3.22 1.97E+05
SoT (3 Yi-34B) 80.3% 5.7 3.56 2.13E+05
SoT (1 LLaMA-13B) 75.3% 4.4 3.69 2.16E+06
SoT (1 Mistral-7B) 76.2% 4.5 2.88 1.71E+06
SoT (1 Yi-34B) 77.8% 4.2 3.27 1.96E+06

Table 6: Performance of different model choices for SoTO

on Trivia Creative Writing.

Methods Acc Div Cost TFLOPS
SoT (default) 83.1% 6.3 3.41 2.38E+05
SoT (3 GPT-3.5) 80.9% 5.7 3.94 2.60E+05
SoT (3 PaLM2) 78.6% 6.0 3.77 2.51E+05
SoT (3 Gemini1pro) 80.1% 5.8 3.38 2.32E+05
SoT (1 GPT-3.5) 78.4% 4.2 3.11 2.11E+05
SoT (1 PaLM2) 75.9% 4.5 3.32 2.20E+05
SoT (1 Gemini1pro) 77.3% 4.5 3.02 2.03E+05

Table 7: Performance of different model choices for SoTC

on Trivia Creative Writing.

and 64.5% TFLOPS. We also provide intuitive comparisons
of reasoning accuracy and solution diversity versus token
costs/TFLOPS on Game of 24 and Trivia Creative Writing
in the appendix. Overall, SoT achieves the best trade-off be-
tween reasoning performance and cost efficiency.
(2) SoT benefits solution diversity. Except for reasoning
accuracy, we also pay attention to the solution diversity of
reasoning tasks, which is especially vital for some open-
ended problems. It can be found that solutions generated by
SoT possess the highest diversity among all methods on four
tested tasks. Specifically, for close-ended and open-ended
tasks, SoT achieves 14.3% and 12.7% solution diversity im-
provement on average compared with the best baseline. This
might be attributed to the integration of diverse intuitions in
System 1 and the further synergy of dual systems.
(3) SoT achieves superior performance under various
implementations. We implement SoT with two versions in-
cluding both open-source and closed-source LLMs for Sys-
tem 1. From the results, SoT consistently outperforms base-
lines in terms of the trade-off between reasoning perfor-
mance and costs. This demonstrates the superiority of our
designed framework itself and verifies the flexibility of im-
plementations for SoT.

In-depth Analysis of SoT
Study of model choices. In this part, we explore the impact
of choosing different LLMs for the implementation of SoT
including both open-source and closed-source LLMs. Here
we show the results on Game of 24 and Trivia Creative Writ-
ing in Table 4, 5, 6, 7. For each version of SoT, we have tried
implementations with each single LLM and hybrid LLMs.
From the results, it can be found that utilizing hybrid LLMs
to propose intuitions can benefit both accuracy and solution
diversity. This might be attributed to hybrid LLMs’ ability to
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Figure 3: Reasoning cost-accuracy trade-off under different
threshold value choices in SoTO on (a) Game of 24 and (b)
Trivia creative writing. The number in the figure means the
chosen threshold value.

access more diverse information sources. Besides, utilizing
more LLMs in System 1 can also harvest performance gain.

Study of the threshold value in confidence evaluation. A
key design of SoT is the confidential threshold ε to adjust
the workload of System 1 and System 2. In our experiments,
we regulate that the confidence score ranges from 0 to 5. We
then try 7 different threshold values within this interval for
SoTO and present the cost-accuracy trade-off on three tasks
in Figure 3. Specifically, ε = 0 means intuitive thoughts
from System 1 will always be accepted and SoT degrades to
pure System 1, which is cost-efficient but inaccurate. ε = 5
means intuitive thoughts from System 1 will always be over-
written by System 2 and SoT becomes a pure System 2,
which is accurate but costly. Observing that the incremen-
tal accuracy gain becomes much weaker after ε > 3.5, for
simplicity, we set ε = 3.5 in all experiments. Besides, we
introduce a progressive threshold-rising strategy where ε in-
creases 10% each time from 3.5 with the accumulation of
intuition-based reasoning steps. This further enhances rea-
soning performance (shown as red dots in Figure 3) and mit-
igates bias propagation in the reasoning process.

Feasible intervention rate for efficient LLM synergy.
Here we conduct a further study combined with empiri-
cal statistics to show the practical options of efficient LLM
synergy. In terms of SoTC , the most diverse LLM combi-
nation (GPT-3.5/PaLM2/Gemini1pro + GPT-4) obtains the
lowest intervention rate on the whole. We calculate the up-
per bound of the required intervention rate of SoTC accord-
ing to Eq.(9) and token costs shown in the appendix. The
required condition is r < 57.2%, which is higher than the
empirical value. By comparison, some more homogeneous
synergy groups such as 3 PaLM2 + GPT-4 come with higher
intervention rates. Similarly, for SoTO implemented with
LLaMA-13B/Mistrial-7B/Yi-34B + GPT-4, it’s expected to
save token costs only if r < 86.3%. Such estimation can be
easily generalized to any LLM combination and provides a
quick assessment of the feasibility of efficient LLM synergy.

Related Work
Reasoning with LLMs. With the blooming of LLMs, there
has been plenty of work utilizing LLMs to address reason-
ing problems (Wei et al. 2022b; Yao et al. 2023; Wang et al.
2022; Zhou et al. 2022; Zhang et al. 2023). The early method
is to add few-shot examples in the prompt and let LLMs an-
swer the target question, i.e., standard IO prompting (Brown
et al. 2020). However, the resultant performance is very lim-
ited, then some more advanced prompting methods are pro-
posed to facilitate the reasoning ability of LLMs. For exam-
ple, CoT encourages LLMs to think step-by-step, which can
activate their inherent reasoning abilities (Wei et al. 2022b).
ToT further explores multiple different thought paths and
searching in the thought tree with heuristics methods (Yao
et al. 2023). Besides, there are also other advanced mecha-
nisms introduced to improve LLM reasoning abilities such
as reflection (Shinn et al. 2023) and refinement (Madaan
et al. 2023). Another line of work to enhance the reason-
ing ability of LLMs is to develop a multi-LLM collabora-
tion system (Du et al. 2023; Liang et al. 2023; Wang et al.
2023b; Chen, Saha, and Bansal 2023; Sun et al. 2023b; Yin
et al. 2023). Although the above methods facilitate LLM
reasoning performance, they all improve reasoning perfor-
mance along with higher API costs. Differently, our method
explores the effective synergy of the dual systems for a better
balance between reasoning performance and cost efficiency.

Cost-efficient reasoning with LLMs. Efficiency and cost
are critical challenges for LLM reasoning due to the in-
volved complex computations. To improve the speed and
cost-effectiveness of LLM reasoning, there have been sev-
eral approaches, such as quantization (Tao et al. 2022) and
model pruning (Sun et al. 2023a). Besides, some works fo-
cused on how to utilize the paid API efficiently (Chen, Za-
haria, and Zou 2023; Šakota, Peyrard, and West 2023). For
example, Chen et al. (Chen, Zaharia, and Zou 2023) pro-
posed a framework that sends the query to a series of LLMs
sequentially if the answers given by the prior model are con-
sidered unacceptable. However, all the above methods need
to transform the model itself or introduce external fine-tuned
verifiers, bringing additional computation costs. Different
from the previous model-side modification, we explore a
novel path for reducing reasoning cost via diverse LLM syn-
ergy, which is training-free and general purpose.

Conclusion
We introduce SoT, an effective hybrid LLM synergy frame-
work for efficient reasoning without any additional training
or fine-tuning. Following the default-interventionist mecha-
nism of human decision-making, SoT can adaptively switch
between intuitive and reflective thoughts, thus facilitating
a better balance between reasoning performance and com-
putation costs. Extensive experiments on broad reasoning
tasks emphasize the superiority and generalizability of our
method. Compared with the best baseline, SoT can further
enhance reasoning accuracy and solution diversity, simulta-
neously reducing the API cost by 38.3% ∼ 75.1%. We hope
that this work can provide a novel perspective for efficient
LLM reasoning with model synergy.
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Appendix
Impact Statements
Our work provides a both cost-efficient and high-
performance framework for solving reasoning problems
with LLMs, which is expected to benefit broad organiza-
tions, such as the NLP research community and industrial
companies. By designing such a cost-efficient framework,
we empower these organizations to harness the reasoning
ability of LLMs conveniently, especially for reasoning prob-
lems with high complexity. Our work not only makes finan-
cial savings but also benefits sustainability development by
reducing the carbon emissions brought by extensive compu-
tation of running LLMs.

Comparison with existing works
In this section, we review some existing frameworks of LLM
reasoning to clarify their difference with our method. We use
p, s, and f(·) to denote the reasoning problem, solution and
the used LLM respectively.
Chain-of-Thought (CoT) CoT enhances LLM reasoning
abilities by instructing the model to conduct step-by-step
thinking: p → z1, · · ·, zt → s, where z1, · · ·, zt are inter-
mediate thoughts during reasoning. In each reasoning step,
thoughts are generated from a single LLM, which is formu-
lated as follows:

zn = f(p; {zm|m < n}). (10)

Tree-of-Thoughts (ToT) ToT uses the LLM to deliberate on
multiple reasoning paths and make high-quality global deci-
sions via tree search. Formally, at the n-th reasoning step,
ToT generates N thought candidates from a single LLM:

{zkn|k = 1, 2, · · ·, N} = f(p; {zm|m < n}). (11)

Then it evaluates all candidate thoughts and selects the best
one as the final thought zn at step n.

The above two well-known methods can enhance LLM
reasoning abilities but are limited to using a single LLM
(either small-scale or large-scale), suffering from either low
performance or high token cost issues. As for most multi-
agent debate methods (Liang et al. 2023; Du et al. 2023;
Wang et al. 2023b), they are also focusing on reasoning with
larger-scale LLMs, resulting in challenges on complex rea-
soning tasks due to the expensive API costs. To address this
issue, we propose an adaptive synergy framework composed
of hybrid LLMs, fully exploiting the unique strengths of
different-scale LLMs.

Token Prices of Used LLMs
Here we show the token prices of different LLMs we use in
this work in Table 8. The statistics of GPT-3.5 and GPT-4 are
from the official report of OpenAI1. The statistics of Yi-34B
are from the official report of 01.AI2. The statistics of Gem-
ini1pro are from the official report of Google3. The statistics

1https://openai.com/pricing
2https://platform.lingyiwanwu.com/
3https://ai.google.dev/pricing

of Mistral-7B are from the official report of Mistral AI4. The
statistics of LLaMA-13B are from Baidu online service plat-
form5. PaLM2 is cost-free when the work is done.

Model Input /1M tokens Output /1M tokens
GPT-3.5 $1.5 $2
GPT-4 $30 $60
Yi-34B $0.35 $0.35
Gemini1pro $0.5 $1.5
Mistrial-7B $0.25 $0.25
LLaMA-13B $0.28 $0.28
PaLM2 0 0

Table 8: Input and output token prices of used LLMs.

Specific Algorithm of System 1
We show the specific algorithm for implementing System 1
in Algorithm 1.

Algorithm 1: Algorithm of System 1
Input: Reasoning task description p, thoughts of the

last step a, the number of hybrid LLMs K
for k ∈ {1, 2, ...,K} do

a
(1)
k = fIk(p; a) // Generate initial

thoughts
end
for j ∈ {1, 2, ...,K} do

for k ∈ {1, 2, ...,K} \ {j} do
h
(2)
j→k = fIj(pinter; a

(1)
k )

// Multiple-intuition
interactions

end
end
for k ∈ {1, 2, ...,K} do

a
(3)
k = fIk(pupdate;

∑
j∈{1,2,...,K}\{k}

h
(2)
j→k)

// Update intuitions
end
H = {a(3)1 , a

(3)
2 , ..., a

(3)
K }

return H

Specific Algorithm of SoT
We show the specific algorithm of the whole framework of
SoT in Algorithm 2.

Empirical Average Intervention Rates
Here we show the empirical average intervention rates of
different LLM combinations in System 1 on six tasks in
Table 9, for measuring the practicability to maintain cost-
saving by using SoT.

4https://mistral.ai/technology
5https://console.bce.baidu.com/qianfan/ais/console/onlineService



Algorithm 2: Algorithm of SoT
Input: Required reasoning steps N , task description

prompt in each reasoning step {p0, ..., pN}
t = 0 // Current reasoning step
at = None // Intialize current

thoughts
while t ≤ N do

t = t+ 1
Ht = System 1(pt; at−1) // Propose

intuitions by System 1
p, at = Confidence Evaluator(Ht)

// Confidence evaluation
if p then

at = System 2(pref ; at)
// Intervention with
reflective System 2

end
end
return at

Supplement of Main Results
Here we supplement the main results about SoTC on Con-
strained Generation and Open-ended QA tasks in Table 10
and Table 11. The results show that SoTC outperforms all
baselines, consistent with the conclusion in the main text.

Statistical Tests of Results
Here we report the reasoning accuracy of SoT with stan-
dard error in five independent trials in Table 12. It can be
seen that SoT achieves significant performance improve-
ment compared with baselines.

Performance-cost Trade-off Analysis on More
Reasoning Tasks
We conduct performance-cost visualization analysis on all
reasoning tasks. The results are shown in Figure 4, 5, 6, 7,
8, 9 and 10. Consistent with the results in the main text,
SoT achieves the best performance-cost trade-off among all
methods.

Illustrations of SoT on More Reasoning Tasks
In the main paper, we illustrate SoT with an example from
Open-ended QA tasks. For a better understanding of the
scheme of SoT, here we present more cases from some other
reasoning tasks in Figure 11, 12, 13 and 14.

Prompts used in SoT
We present the designed prompt templates for the confidence
evaluator and intervention with System 2 when implement-
ing SoT, taking Trivia Creative Writing (see Figure 15) and
Game of 24 (see Figure 16) tasks as examples.



LLM combinations Game of 24 Logic Grid Puzzle GSM8K Creative Writing OpenQA Constrained Generation
3 GPT-3.5 28% 49% 24% 51% 55% 56%
3 PaLM2 33% 55% 27% 57% 57% 61%
3 Gemini1pro 30% 53% 26% 50% 54% 58%
GPT-3.5/PaLM2/Gemini1pro 26% 44% 23% 42% 52% 53%
3 LLaMA-13B 39% 68% 41% 65% 67% 65%
3 Mistral-7B 36% 61% 39% 60% 61% 63%
3 Yi-34B 36% 59% 36% 61% 59% 59%
LLaMA-13B/Mistral-7B/Yi-34B 33% 54% 35% 49% 54% 57%

Table 9: Empirical average intervention rate on six reasoning tasks.
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Figure 4: The reasoning accuracy, solution diversity versus token costs/TFLOPS on Game of 24 (a) (b) and Trivia Creative
Writing (c) (d). SoT achieves a better performance-cost trade-off than all compared methods.

Methods FairEval Diversity Cost ($) TFLOPS
SoTC 6.2 8.32 5.44E+05
v.s. CoT(best of 1) 73.0% 4.2 4.84 2.91E+05
v.s. CoT(best of 5) 66.4% 4.2 20.11 1.21E+06
v.s. Self-refine 59.2% 5.3 31.86 1.91E+06
v.s. ToT 62.9% 4.7 58.52 3.51E+06
v.s. SPP 70.7% 4.6 26.69 1.60E+06
v.s. MAD+judge 57.6% 5.6 36.59 2.20E+06

Table 10: Results on Constrained Generation task of SoTC

(FairEval value larger than 50% means results from SoTC

are better).

Methods FairEval Diversity Cost ($) TFLOPS
SoTC 5.2 6.77 4.72E+05
v.s. CoT(best of 1) 68.4% 3.1 2.27 1.36E+05
v.s. CoT(best of 5) 62.8% 3.3 8.72 5.23E+05
v.s. Self-refine 60.5% 4.2 15.27 9.16E+05
v.s. ToT 62.3% 3.3 19.44 1.17E+06
v.s. SPP 64.5% 3.8 8.33 5.00E+05
v.s. MAD+judge 58.1% 4.7 17.00 1.02E+06

Table 11: Results on Open-ended Question Answer task
(FairEval value larger than 50% means results from SoTC

are better).



Method Game of 24 Trivia Creative Writing Logic Grid Puzzle GSM8K
CoT(best of 1) 4% 67.1% 65.8% 87.8%
CoT(best of 5) 14% 73.4% 67.1% 91.3%
LLM-cascade 8% 65.7% 62.1% 89.1%

Self-refine 20% 78.2% 60.6% 91.1%
ToT 64% 76.8% 66.1% 91.8%
SPP 12% 79.9% 68.3% 84.6%

MAD+judge 22% 77.4% 66.8% 89.3%
SoTO 73±2% 82.2±0.7% 69.9±0.8% 93.4±0.3%
SoTC 76±1% 83.1±0.9% 71.5±0.5% 94.0±0.5%

Table 12: Performance comparison with standard error on Game of 24, Trivia Creative Writing, Logic Grid Puzzle and GSM8K
tasks.
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Figure 5: The reasoning accuracy versus token costs/TFLOPS on Logic Grid Puzzle task. SoT achieves a better performance-
cost trade-off than all compared methods.
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Figure 6: The reasoning accuracy versus token costs/TFLOPS on GSM8K task. SoT achieves a better performance-cost trade-
off than all compared methods.
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Figure 7: The reasoning accuracy, solution diversity versus token costs/TFLOPS of SoTO and baselines on Open-ended QA
task. SoTO achieves a better performance-cost trade-off than all compared methods.
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Figure 8: The reasoning accuracy, solution diversity versus token costs/TFLOPS of SoTO and baselines on Constrained Gen-
eration task. SoTO achieves a better performance-cost trade-off than all compared methods.



3.0 3.5 4.0 4.5 5.0
Diversity

58

60

62

64

66

68

Fa
ire

va
l(%

)

v.s.CoT(best of 1)

v.s.CoT(best of 5)

v.s.Self-refine

v.s.ToT

v.s.SPP

v.s.MAD+judge

SoTC

Open-ended Question Answer(Faireval, diversity versus token cost)

Token cost($)
1.0
2.5
10.0
25.0

3.0 3.5 4.0 4.5 5.0
Divsersity

58

60

62

64

66

68

Fa
ire

va
l(%

)

v.s.CoT(best of 1)

v.s.CoT(best of 5)

v.s.Self-refine

v.s.ToT

v.s.SPP

v.s.MAD+judge

SoTC

Open-ended Question Answer(Faireval, diversity versus TFLOPS)

TFLOPS
2.0e+04
1.0e+05
4.0e+05
1.6e+06

Figure 9: The reasoning accuracy, solution diversity versus token costs/TFLOPS of SoTC and baselines on Open-ended QA
task. SoTC achieves a better performance-cost trade-off than all compared methods.

4.5 5.0 5.5 6.0
Diversity

58

60

62

64

66

68

70

72

74

Fa
ire

va
l(%

)

v.s.CoT(best of 1)

v.s.CoT(best of 5)

v.s.Self-refine

v.s.ToT

v.s.SPP

v.s.MAD+judge

SoTC

Constrained Generation(Faireval, diversity versus token cost)

Token cost($)
1.0
2.5
10.0
25.0

4.5 5.0 5.5 6.0
Divsersity

58

60

62

64

66

68

70

72

74

Fa
ire

va
l(%

)

v.s.CoT(best of 1)

v.s.CoT(best of 5)

v.s.Self-refine

v.s.ToT

v.s.SPP

v.s.MAD+judge

SoTC

Constrained Generation(Faireval, diversity versus TFLOPS)

TFLOPS
2.0e+04
1.0e+05
4.0e+05
1.6e+06

Figure 10: The reasoning accuracy, solution diversity versus token costs/TFLOPS of SoTC and baselines on Constrained Gen-
eration task. SoTC achieves a better performance-cost trade-off than all compared methods.



Multiple intuitions

Thought t :
Thought t+1 :

Prompt:
{Thought t-1}
Here is an imperfect {intuition}
please modify and polish it

11 – 8 =
3(left:3 6
9)…

6 * 8 =
48(left:4
8 9 11)…

8 – 6 =
2(left:2 9
11)…

·······

System 1

System 2

Use 
numbers 
and basic 
arithmetic 
operation
s (+ - * /) 
to obtain 

24. 
Input:

6 8 9 11

Multiple intuitions

Score: …

Confidence
evaluator 

Reflective reasoning

Prompt:
{Thought t-1}
Possible next steps.

Prompt:
Evaluate if given numbers can reach 24

Thought t-1

Answer 3:
…

Answer 2:
…

Answer 1:
…

Prompt:
{Thought t-1}
Possible next steps.

System 1

Invoke

Score: … Score: …

Average score = 1

Average score = 2

Average score = 1

2 < threshold

Low confidence

Score: …

Confidence
evaluator 

Prompt:
Evaluate if given numbers can reach 24

Score: … Score: …

Average score = 4

Average score = 1

Average score = 3

4 > threshold

High confidence

Prompt:
{Thought t}
Here is an imperfect {intuition}
please modify and polish it

System 2 Reflective reasoning

OverrideOverride

Invoke

Remaining
numbers:
48 9 11
2 6 8…

6*8/(11-9)=24
8*(6/(11-9))=24

Figure 11: An illustrative example of SoT from Game of 24 Task.

Figure 12: An illustrative example of SoT from Logic Grid Puzzle Task.



Multiple intuitions

Thought t : Thought t+1 :

Prompt:
{Thought t-1}
Here is an imperfect {intuition}
please modify and polish it

1. David
Seville
2…

1. Ross
Bagdasa
rian Sr.
2…

1. David
Seville
2….

·······

System 1

System 2

Input: 
"Who was 
the man 
behind 

The 
Chipmunk

s?", 
"Which…

Multiple intuitions

Score: …

Confidence
evaluator 

Reflective reasoning

Prompt:
Please answer the following
5 questions

Prompt:
Rate the answers on a scale of 0 to 5

Thought t-1

Answer 3:
…

Answer 2:
…

Answer 1:
…

Prompt:
Write a short and coherent
passage about…

System 1

Invoke

Score: … Score: …

Average score = 3

Average score = 1

Average score = 3

3 < threshold

Low confidence

Score: …

Confidence
evaluator 

Prompt:
Please rate the reasonability, coherence
of the answer on a scale of 0 to 5.

Score: … Score: …

Average score = 4

Average score = 1

Average score = 3

4 > threshold

High confidence

Prompt:
{Thought t}
Here is an imperfect {intuition}
please modify and polish it

System 2 Reflective reasoning

OverrideOverride

Invoke

1. David
Seville

2. …

In an alternate
universe,
Harry Potter,
the famous
wizard, found
himself in …

Figure 13: An illustrative example of SoT from Trivia Creative Writing Task.

Multiple intuitions

Thought t :

Thought t+1 :

Prompt:
{Thought t-1}
Here is an imperfect {intuition}
please modify and polish it

Releva
nce to
winter:

1. winter,
snow...
2. vest…

1. Clothing
and…
2. remove…

·······

System 1

System 2

"concepts
": ["vest", 
"snow", 

"remove", 
"silhouett
e", "dunk", 

"step", 
"item“…

Multiple intuitions

Score: …

Confidence
evaluator 

Reflective reasoning

Prompt:
Please group the following
concepts according to their
relevance

Prompt:
Please rate the reasonability, coherence
of the grouping on a scale of 0 to 5.

Thought t-1

Answer 3:
…

Answer 2:
…

Answer 1:
…

Prompt:
Write a short and coherent
passage about…

System 1

Invoke

Score: … Score: …

Average score = 3

Average score = 1

Average score = 3

3 < threshold

Low confidence

Score: …

Confidence
evaluator 

Prompt:
Please rate the reasonability, coherence
of the passage on a scale of 0 to 5.

Score: … Score: …

Average score = 4

Average score = 1

Average score = 3

4 > threshold

High confidence

Prompt:
{Thought t}
Here is an imperfect {intuition}
please modify and polish it

System 2 Reflective reasoning

OverrideOverride

Invoke

1. Actions: 
remove, dunk, 

step, pull…

On a cold winter 
morning, a 

mother dressed 
her toddler in a 
cozy vest and 

wrapped him in a 
warm suit before 
heading out. As 

they stepped 
outside…

Figure 14: An illustrative example of SoT from Constrained Generation Task.



 

Prompt template for confidence evaluator: 

Other model has answered several questions. 

You need to determine whether these answers are correct and then give a score on a scale of 0 to 5. If you think all the 

answers are correct, give them 5 points. If you think some answers are wrong, reduce the score accordingly. 

You can't be overconfident, and If you're not sure about the answer, You shouldn't give it a score. 

You must format the output as in the example, including analysis and score. 

Hera is an example: 

questions:1.\"Who was the target of the failed \"\"Bomb Plot\"\" of 1944?\"2.Who had an 80s No 1 hit with Hold On To The 

Nights?3.Which musical featured the song The Street Where You Live?4.In what year's Olympics were electric timing 

devices and a public-address system used for the first time?5.Who was the director of the CIA from 1976-81? 

Answer:  

1. Adolf Hitler 

2. Richard Marx 

3. My Fair Lady 

4. 1912 

5. Stansfield Turner 

Analysis: I think the answer to question five is George Bush. I'm not sure answer to question three is correct. So there are 

three answers that I think are correct.  

Score: 3 

------------------New questions------------------------ 

questions:{questions} 

Answers:{answers} 

 

Other model has written a short and coherent passage about {topic} that incorporates the following: {answers} 

passage:{passage} 

Please rate the reasonability, relevance, accuracy, coherence of the passage on a scale of 0 to 5. 

Please write a score directly without explanation. 

Your output should be of the following format: 

Score: 

Give a score 

 

Prompt template for the intervention with System 2: 

{previous answers} 

Please modify the answer if you think the possible answer is wrong. 

Please write your answer to the question directly without explanation. 

Your output should be of the following format: 

Answer: 

Your answer here 

 

{previous answers} 

Write a short and coherent passage about {topic} that incorporates the following: {answers} 

Remember each words should be mentioned. 

Your output should be of the following format: 

Passage: 

Your passage here. 

 

Figure 15: Prompts of the confidence evaluator and intervention with System 2 in SoT on Trivia Creative Writing Task.



 

 

Prompt template for confidence evaluator: 

Evaluate if given numbers can reach 24 and then give 

a score on a scale of 0 to 5 

10 14 

10 + 14 = 24 

sure, score: 5 

11 12 

11 + 12 = 23 

12 - 11 = 1 

11 * 12 = 132 

11 / 12 = 0.91 

impossible, score: 0 

4 4 10 

4 + 4 + 10 = 8 + 10 = 18 

4 * 10 - 4 = 40 - 4 = 36 

(10 - 4) * 4 = 6 * 4 = 24 

sure, score: 5 

4 9 11 

9 + 11 + 4 = 20 + 4 = 24 

sure, score: 5 

5 7 8 

5 + 7 + 8 = 12 + 8 = 20 

(8 - 5) * 7 = 3 * 7 = 21 

I cannot obtain 24 now, but numbers are within a 

reasonable range 

likely, score: 2 

5 6 6 

5 + 6 + 6 = 17 

(6 - 5) * 6 = 1 * 6 = 6 

I cannot obtain 24 now, but numbers are within a 

reasonable range 

likely, score: 1 

10 10 11 

10 + 10 + 11 = 31 

(11 - 10) * 10 = 10 

10 10 10 are all too big 

impossible, score: 0 

1 3 3 

1 * 3 * 3 = 9 

(1 + 3) * 3 = 12 

1 3 3 are all too small 

impossible, score: 0 

{input} 

 

Use numbers and basic arithmetic operations (+ - * /) 

to obtain 24. Given an input and an answer, evaluate if 

the answer is correct and then give a score on a scale of 

0 to 5, i.e. it uses each input exactly once and no other 

numbers, and reach 24. 

Input: 4 4 6 8 

Answer: (4 + 8) * (6 - 4) = 24 

 

 

 

Judge:  

sure, score: 5  

Input: 2 9 10 12 

Answer: 2 * 12 * (10 - 9) = 24 

Judge:  

sure, score: 5 

Input: 4 9 10 13 

Answer: (13 - 9) * (10 - 4) = 24 

Judge:  

sure, score: 5 

Input: 4 4 6 8 

Answer: (4 + 8) * (6 - 4) + 1 = 25 

Judge:  

impossible, score: 0 

Input: 2 9 10 12 

Answer: 2 * (12 - 10) = 24 

Judge:  

impossible, score: 0 

Input: 4 9 10 13 

Answer: (13 - 4) * (10 - 9) = 24 

Judge:  

impossible, score: 0 

Input: {input} 

Answer: {answer} 

Judge: 

 

Prompt template for the intervention with System 2 

Input: 2 8 8 14 

Possible next steps: 

2 + 8 = 10 (left: 8 10 14) 

8 / 2 = 4 (left: 4 8 14) 

14 + 2 = 16 (left: 8 8 16) 

2 * 8 = 16 (left: 8 14 16) 

8 - 2 = 6 (left: 6 8 14) 

14 - 8 = 6 (left: 2 6 8) 

14 / 2 = 7 (left: 7 8 8) 

14 - 2 = 12 (left: 8 8 12) 

{previous answers} 

Input: {input} 

Possible next steps: 

 

Use numbers and basic arithmetic operations (+ - * /) 

to obtain 24. Each step, you are only allowed to choose 

two of the remaining numbers to obtain a new number. 

Input: 4 4 6 8 

Steps: 

4 + 8 = 12 (left: 4 6 12) 

6 - 4 = 2 (left: 2 12) 

2 * 12 = 24 (left: 24) 

Answer: (6 - 4) * (4 + 8) = 24 

{previous answers} 

Input: {input} 

 

Figure 16: Prompts of the confidence evaluator and intervention with System 2 in SoT on Game of 24 Task.


