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ABSTRACT
Widely applied in today’s recommender systems, sequential rec-
ommendation predicts the next interacted item for a given user
via his/her historical item sequence. However, sequential recom-
mendation suffers data sparsity issue like most recommenders. To
extract auxiliary signals from the data, some recent works exploit
self-supervised learning to generate augmented data via dropout
strategy, which, however, leads to sparser sequential data and ob-
scure signals. In this paper, we propose Dual Contrastive Network
(DCN) to boost sequential recommendation, from a new perspective
of integrating auxiliary user-sequence for items. Specifically, we
propose two kinds of contrastive learning. The first one is the dual
representation contrastive learning that minimizes the distances
between embeddings and sequence-representations of users/items.
The second one is the dual interest contrastive learning which aims
to self-supervise the static interest with the dynamic interest of
next item prediction via auxiliary training. We also incorporate the
auxiliary task of predicting next user for a given item’s historical
user sequence, which can capture the trends of items preferred by
certain types of users. Experiments on benchmark datasets verify
the effectiveness of our proposed method. Further ablation study
also illustrates the boosting effect of the proposed components
upon different sequential models.
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1 INTRODUCTION
Widespread in today’s big data applications, recommender systems
that vastly facilitate user’s soaking or purchasing behavior are vital
for online platform’s business success. Sequential recommenda-
tion (SR) [19] that predicts a user’s next interacted item is popular
in both industrial applications and academic researches. Despite
the achievements of existing SR models [7, 10, 17, 24], they suf-
fer from data sparsity issue [20, 21]. To improve SR models, some
recent works [16, 29] have attempted to exploit self-supervised
learning [8]. However, existing self-supervised SR still encounters
two bottlenecks as follows.
• Sparse sequential behaviors. The dropout strategy of existing
works is not suitable for sparse sequential behaviors, leading to
extremely sparse data, generating obscure self-supervised signals.

• Obscure self-supervised signals. Existing works that gener-
ate augmented data via dropout strategy will lead to sparser
sequential data and unreliable signals.
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Figure 1: Illustration of next user and item prediction. (1) Tra-
ditional sequential recommendation based on item sequence
(next item prediction) aims to predict the probability of the
target item that the target user will click. (2) Our proposed
next user prediction aims to predict the probability of the
target user that the target item will be clicked by.

To address these two bottlenecks, we propose a novel solution
named DCN (short for Dual Contrastive Network for Sequential
Recommendation) based on auxiliary user sequence. In contrast to
item sequence that reflects the dynamic interest of the given user,
user sequence reflects the dynamic trend of given item preferred
by certain types of users. As illustrated in Figure 1, user sequence
serves as a complementary role to traditional sequential recom-
mendation based on item sequence. Specifically, we first encode the
user/item sequence for a given target item/user based on user/item
encoder, respectively. Then we treat the output of the user/item
encoder as the representation of the given target item/user and per-
form contrastive learning to minimize the distance between it and
the target item/user embedding, extracting self-supervised signals
for representation learning. Finally, to capture the dynamic interest
and static interest simultaneously, we perform contrastive learning
on the next item prediction with the target user-item interaction
prediction, as well as the next user prediction.

To summarize, the contributions of this paper are as follows.
• To the best of our knowledge, we take the first step to well exploit
user sequence with self-supervised learning, i.e., modeling user
sequence and item sequence simultaneously, for the sequential
recommendation.

• We perform contrastive learning from both representation-aspect
and interest-aspect, respectively, to refine the user-item represen-
tation learning, and capture both the static and dynamic interest.

• We conduct experiments on two benchmark datasets where the
results outperform the state-of-the-art models. Further experi-
mental results of the ablation study well confirm the effectiveness
of our designed self-supervision.

2 PROBLEM FORMULATION
We first introduce the symbols and then formulate the problem
of sequential recommendation. We use U𝑖 and I𝑢 to denote the
sequential sets of the given user 𝑢 and given item 𝑖 , respectively.
Precisely, supposing 𝑢𝑡 ∈ U𝑖𝑡+1 and 𝑖𝑡 ∈ I𝑢𝑡+1 are the 𝑡-th user and
item that a given target item 𝑖𝑡+1 and target user 𝑖𝑡+1 have inter-
acted with. Then 𝑡-length historical sequences of users/items can
be represented asU𝑖𝑡+1 = (𝑢1, 𝑢2, . . . , 𝑢𝑡 ) and I𝑢𝑡+1 = (𝑖1, 𝑖2, . . . , 𝑖𝑡 ),
respectively. The sequential recommendation aims to better predict
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Figure 2: Illustration of our DCN. (1) Item embeddings and
user embeddings are looked up based on the item sequence
and user sequence; (2) Dual Representation Contrastive
Learning self-supervises the output of item encoder with
the target user embedding and that of user encoder with the
target item embedding; (3) Dual Interest Contrastive Learn-
ing self-supervises the next item prediction with the target
user-item interaction prediction and the next user predic-
tion.

the probability that the target user i.e., 𝑢𝑡+1 will interact with the
target item i.e., 𝑖𝑡+1. With the above symbols, we can formulate the
problem as follows.
Input: User sequence U𝑖𝑡+1 = (𝑢1, 𝑢2, . . . , 𝑢𝑡 ) and item sequence
I𝑢𝑡+1 = (𝑖1, 𝑖2, . . . , 𝑖𝑡 ) for a given target item 𝑖𝑡+1 and user 𝑢𝑡+1.
Output: The recommender which estimates the probability that
target user 𝑢𝑡+1 clicks item 𝑖𝑡+1.

3 METHODOLOGY
Our DCN model is illustrated in Figure 2, enhancing the sequential
recommendation with contrastive learning from representation as-
pect and interest aspect based on the novel auxiliary user sequence.
• Sequential Encoding Layer. We build a user encoder and item
encoder to capture the user-to-user transition pattern and item-
to-item transition pattern for the given target item and user.

• Dual Representation Contrastive Layer. We treat the outputs
of the user encoder and item encoder as the representations for
the target item and target user, respectively, and propose dual
representation contrastive learning to self-supervise them with
their embeddings.

• Mixed Prediction Layer. For the dynamic interest, we predict
the next user (next item) by feeding the target user (item) embed-
ding with the output of the user encoder (item encoder) into the
prediction layer. For the static interest, we predict the interac-
tion between the target user and the target item by feeding their
embeddings into the prediction layer.

• Dual Interest Contrastive Layer. We propose dual interest
contrastive learning to self-supervise the dynamic interest for
next-item prediction with the static interest. Besides, we also
self-supervise the next user score with the next item score.

3.1 Sequential Encoding Layer
3.1.1 Embedding Layer. We create a user embedding matrix
M𝑢 ∈ R𝑛×𝐷 and an item embedding matrix M𝑖 ∈ R𝑚×𝐷 where 𝑛
and𝑚 denote the numbers of users and items, respectively. Here
𝐷 denotes the latent dimensionality. Given user sequence U𝑖𝑡+1 =

(𝑢1, 𝑢2, . . . , 𝑢𝑡 ) and item sequence I𝑢𝑡+1 = (𝑖1, 𝑖2, . . . , 𝑖𝑡 ), we lookup
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the input embeddings as:

E𝑢 = [M𝑢
𝑢1 ,M

𝑢
𝑢2 , . . . ,M

𝑢
𝑢𝑡
], E𝑖 = [M𝑖

𝑖1
,M𝑖

𝑖2
, . . . ,M𝑖

𝑖𝑡
] (1)

where E𝑢 and E𝑖 ∈ R𝑇×𝐷 denote the user and item embeddings for
the model inputs, respectively.

3.1.2 User Encoder and Item Encoder. As we have obtained
E𝑢 and E𝑖 from above embedding layers, we then exploit two single
sequential models as user encoder and item encoder to learn the se-
quential patterns for user sequence and item sequence, respectively,
as follows,

𝒉𝑢𝑖𝑡+1 = Encoder𝑢 (E𝑢 ),𝒉𝑖𝑢𝑡+1 = Encoder𝑖 (E𝑖 ) (2)

where 𝒉𝑢𝑖𝑡+1 and 𝒉𝑖𝑢𝑡+1 are the hidden states for the user sequence
of target item 𝑖𝑡+1 and the item sequence of target user 𝑢𝑡+1, re-
spectively. Here Encoder𝑢 and Encoder𝑖 are the sequential en-
coders for user sequence and item sequence, respectively, where
SLi-Rec [24] is exploited as the main encoder in our experiments.
Note that the encoder can also be replaced by other sequential
models, such as GRU4REC [7] and SASRec [10].

3.2 Dual Representation Contrastive Layer
In this section, we tend to perform a contrastive learning layer from
the representation aspect. After obtaining the sequential embed-
dings 𝒉𝑢𝑖𝑡+1 and 𝒉𝑖𝑢𝑡+1 under user sequence U𝑖𝑡+1 = (𝑢1, 𝑢2, . . . , 𝑢𝑡 )
and item sequence I𝑢𝑡+1 = (𝑖1, 𝑖2, . . . , 𝑖𝑡 ), we treat them as the rep-
resentations for target item 𝑖𝑡+1 and target user 𝑢𝑡+1, respectively.
Then we further perform contrastive learning on them with the
target item embedding M𝑖

𝑖𝑡+1
and target user embedding M𝑢

𝑢𝑡+1 ,
respectively, as:

L𝑒 = 𝜆𝑒

((
𝒉𝑢𝑖𝑡+1 −M𝑖

𝑖𝑡+1

)2
+
(
𝒉𝑖𝑢𝑡+1 −M𝑢

𝑢𝑡+1

)2)
, (3)

where 𝜆𝑒 is the L2 regularization parameter for the representation
contrastive learning.

3.3 Mixed Prediction Layer
With the outputs from the user encoder and item encoder, we
concatenate them together and feed them into the MLP-based pre-
diction layer [27, 28], which can be formulated as follows,

𝑃 (𝑢𝑡+1 |𝑢1, 𝑢2, . . . , 𝑢𝑡 ) = MLP
(
𝒉𝑢𝑖𝑡+1 ∥M

𝑢
𝑢𝑡+1

)
, (4)

𝑃 (𝑖𝑡+1 |𝑖1, 𝑖2, . . . , 𝑖𝑡 ) = MLP
(
𝒉𝑖𝑢𝑡+1 ∥M

𝑖
𝑖𝑡+1

)
, (5)

𝑃 (𝑢𝑡+1, 𝑖𝑡+1) = MLP
(
𝒉𝑢𝑖𝑡+1 ∥𝒉

𝑖
𝑢𝑡+1

)
, (6)

where 𝑃 (𝑢𝑡+1 |𝑢1, 𝑢2, . . . , 𝑢𝑡 ), 𝑃 (𝑖𝑡+1 |𝑖1, 𝑖2, . . . , 𝑖𝑡 ) and 𝑃 (𝑢𝑡+1, 𝑖𝑡+1)
are the predicted scores (probabilities) of next user prediction, next
item prediction and static interest.

3.4 Dual Interest Contrastive Layer
In this section, we tend to perform contrastive layer at interest
aspect. After the mixed prediction layer, we obtain the predicted
scores of next user prediction, next item prediction and static in-
terest. We then tend to further mix them together for the same
optimization objective.

Table 1: Data statistics for Taobao dataset and Amazon Toys
dataset filtered by 10-core setting.

Dataset #Users #Items #Records
Avg. records
per user

Avg. records
per item

Taobao 37,271 64764 1,497,029 40.17 23.12
Amazon Toys 6,919 28,695 120,334 17.39 4.19

3.4.1 Dual Interest Contrastive Learning. Apart from the rep-
resentation contrastive learning, we further propose dual interest
contrastive learning on the dynamic interest for next item predic-
tion with the static interest as follows.

L𝑝 =𝜆𝑝 ((𝑃 (𝑖𝑡+1 |𝑖1, 𝑖2, . . . , 𝑖𝑡 ) − 𝑃 (𝑢𝑡+1, 𝑖𝑡+1))2 +
(𝑃 (𝑖𝑡+1 |𝑖1, 𝑖2, . . . , 𝑖𝑡 ) − 𝑃 (𝑢𝑡+1 |𝑢1, 𝑢2, . . . , 𝑢𝑡 ))2)

(7)

where 𝜆𝑝 is the L2 regularization parameter for the interest con-
trastive learning. Here next user score is also self-supervised.

3.4.2 Model Optimization. Following the popular next item
prediction, we then utilize the widely-used LogLoss function [27, 28]
as the main loss function, formulated as follows,

L𝑖 = − 1
|R |

∑︁
(𝑢𝑡+1,𝑖𝑡+1 )∈R

(𝑦𝑢𝑡+1,𝑖𝑡+1 log𝑃 (𝑖𝑡+1 |𝑖1, 𝑖2, . . . , 𝑖𝑡 ) +(
1 − 𝑦𝑢𝑡+1,𝑖𝑡+1

)
log (1 − 𝑃 (𝑖𝑡+1 |𝑖1, 𝑖2, . . . , 𝑖𝑡 ))),

(8)

where R is the training set. Here 𝑦𝑢𝑡+1,𝑖𝑡+1 = 1 and 𝑦𝑢𝑡+1,𝑖𝑡+1 = 0
denote the positive/negative training samples, respectively.

To jointly optimize the next item prediction with the next user
prediction and static interest, our final loss function combine L𝑖

with L𝑒 and L𝑝 in Eqn.(3) and Eqn.(7). It can be formulated as
follows,

L = L𝑖 + L𝑒 + L𝑝 + 𝜆∥Θ∥2, (9)
where Θ denote learnable parameters with hyper-parameter 𝜆 for
the regularization penalty.
Discussion. Our early attempt has discovered that predicting the
next user based on the historical user sequence of a given target
item is poorer than next item prediction, which may result from the
bias of collected sequential behaviors recommended by next item
prediction models. Therefore, mere user sequence is not suitable to
achieve sequential recommendation tasks, which may be the reason
why existing works do not attempt the next user prediction.

4 EXPERIMENTS
4.1 Experimental Setup
4.1.1 Datasets. We conduct evaluations of recommendation per-
formance on two benchmark datasets. The statistics of the filtered
datasets with 10-core setting are shown in Table 1.
• Taobao1. This dataset is collected from the largest e-commerce
platform in China. We preserve the click data from November 25
to December 3, 2017. We split the first 7 days as the training set,
the 8-th day as the validation set, and the last day as the test set,
following the existing work [2].

• Amazon Toys2. This high sparse dataset is collected from the
largest e-commerce platform around the world. We split the

1https://tianchi.aliyun.com/dataset/dataDetail?dataId=649
2https://www.amazon.com
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Table 2: Performance comparisons for DCN on Taobao and Amazon Toys.

Dataset Taobao Amazon Toys
Metric AUC MRR NDCG WAUC AUC MRR NDCG WAUC

DIN 0.7556 0.6841 0.7608 0.8511 0.6483 0.4625 0.5887 0.6813
Caser 0.8204 0.6690 0.7491 0.8415 0.7113 0.4840 0.6063 0.7151

GRU4REC 0.8449 0.6939 0.7680 0.8540 0.7304 0.4926 0.6132 0.7250
DIEN 0.7884 0.6816 0.7590 0.8519 0.6761 0.4676 0.5932 0.6956
SASRec 0.8031 0.6427 0.7292 0.8303 0.6890 0.4879 0.6091 0.7133
SLi-Rec 0.8591 0.7073 0.7784 0.8624 0.7356 0.4965 0.6161 0.7266

DCN 0.8627 0.7137 0.7832 0.8658 0.7442 0.5112 0.6271 0.7311

behaviors before the last year as the training set, the first half of
the last year as the validation set, and the second half of the last
year as the test set.

4.1.2 Baseline Models and Metrics.

• DIN [28]: DIN represents user by aggregating his/her weighted
historical item embeddings based on attention weights.

• Caser [17]: Caser performs convolution on user’s item sequence
embeddings to extract the dynamic interest of given user.

• GRU4REC [7]: GRU4REC proposes GRU [3] to predict the next
interacted items in given session by the final state of unit output.

• DIEN [27]: DIEN proposes two GRU layers for interest extraction
and evolution, respectively, to encode the item sequence.

• SASRec [10]: SASRec encodes the item sequence via the hierar-
chical self-attention network.

• SLi-Rec [24]: SLi-Rec proposes an attention network to model
the long-term interest and time-aware LSTM to model the short-
term interest.

We use AUC and GAUC (two widely-used accuracy metrics [6]),
and MRR and NDCG@10 (two widely-used ranking metrics [2]) for
evaluation.

4.1.3 Hyper-parameter Settings. All models are optimized by Adam
with a learning rate 0.001 [11], whose parameters are initialized by
Xavier initialization [5]. We search the regularization parameters
within [1𝑒−7, 1𝑒−5, 1𝑒−3]. Both datasets are fed with batch size 200.
The embedding sizes are fixed as 32 for all models. The prediction
layers of all models are two-layer MLPs with layer sizes 100 and 64.
The maximum sequence length of the Taobao is 50, while that of
the Amazon Toys is 20.

4.2 Overall Performance
We show the performance comparisons in Table 2, from which we
have the following observations.
• Our DCN achieves the best performance. Our model achieves
the best performance compared with these six baselines for four
metrics. Specifically, MRR is improved by 0.9% on the Taobao and
by 2.96% on the Amazon Toys when comparing DCN with other
baselines. The improvement is more obvious on the Amazon
Toys with sparser data, which means our approach can well
tackle the sparse data issue by integrating user sequence and
extracting dynamic item trends for auxiliary training based on
self-supervised learning.

Table 3: Ablation study on contrastive learning.

Model Taobao Amazon Toys
NDCG WAUC NDCG WAUC

Dual
Representation

w/o URC 0.7811 0.8650 0.5874 0.6999
w/o IRC 0.7820 0.8640 0.6206 0.7294

Dual
Interest

w/o SIC 0.7806 0.8630 0.6073 0.7188
w/o UPC 0.7803 0.8645 0.6173 0.7253

Ours w all 0.7832 0.8658 0.6271 0.7311

• Sequential recommendation suffers from sparse data. The
observation of model performance is consistent between two
datasets, i.e., SLi-Rec > GRU4REC > Caser > SASrec > DIEN >
DIN, where the former five ones are sequential models, which
illustrates that it is necessary for us to extract the dynamic inter-
ests of users. Besides, SLi-Rec outperforms other models more
sharply under Taobao dataset with a longer sequence, which
illustrates the ability of SLi-Rec’s long-term modeling to model
the long sequence. Most importantly, SLi-Rec also outperforms
other models more sharply under Taobao dataset with denser
data. Though SLi-Rec is effective with long and short-term mod-
elings, it still encounters the sparse data bottleneck. Therefore,
we tend to enhance the sequential learning by incorporating user
sequence for auxiliary training instead of generating sparser aug-
ment data by dropout strategy based on self-supervised learning.

4.3 Ablation Study
As for the further evaluations, we study the performance of our
model without dual-representation and dual-interest contrastive
learning, and the results are shown in Table 3. It can be observed
that these two contrastive learning approaches are generally more
effective on Amazon Toys with sparser data, which demonstrates
the advantage of our self-supervised approaches with genuine facts
instead of augmentation data generated by dropout. Firstly, we com-
pare the model without User Representation Contrastive Learning
(URC) and without Item Representation Contrastive Learning (IRC)
in Dual Representation Contrastive Learning. URC is more effective
than IRC on Amazon Toys while comparable with it on Taobao,
which means user representation learning is a decent complement
for sequential recommendation with item sequence only. Besides,
we compare the model without Static Interest Contrastive Learn-
ing (SIC) and without Next User Prediction Contrastive Learning
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Figure 3: Performance comparisons of our proposed ap-
proaches with different backbones as encoders.

(UPC) in Dual Interest Contrastive Learning, from which we can
observe that SIC is more effective than UPC on Amazon Toys while
is comparable with it under Taobao. This may be because the item
sequence has already captured the sequential pattern to some ex-
tent, and static preference is more complementary for sequential
recommendation with item sequence only.

4.4 Study of Encoder Backbone
In this section, we tend to verify the generalization of our proposed
approaches to other models such as GRU4REC and SASRec. The
results of our approaches exploiting different backbones as encoders
are as shown in Figure 3, where we can observe that (1) our self-
supervised approaches can boost the performance of these three
backbones; (2) the improvement is most obvious under SASRec
with vast parameters and prone to be overfitting under sparse data,
which verifies our approaches are more effective for sequential
models requiring a lot of data for training; (3) the improvement is
minor under SLi-Rec, which may because SLi-Rec’s long and short
term modelings have provided it with sufficient prior knowledge
and thus keep it from data sparsity issue to some extent, as well as
long term interest can be treated as static interest [24].

5 RELATEDWORK
Sequential Recommendation. One related work of our solu-

tion is Sequential Recommendation [19], which aims to predict
the probability of the next interacted item based on the historical
item sequence of the given target user. Markov chain is the most
initial sequential model applied in the sequential recommendation,
namely FPMC [15]. Subsequently, some sprouted deep learning
models such as recurrent neural network [3, 9], convolution neu-
ral network [13] and attention network [18] are then applied in
recommendation [7, 10, 17, 27, 28] to achieve better generalization.
To further capture the short-term and long-term interest simulta-
neously, matrix factorization [12] is also adopted to achieve fancy
performance [24, 25]. RIMs [14] connects personalized item recom-
mendation and marketing user recommendation by dual decompo-
sition, to trade-off between recommendation relevance and item-
diversity. However, existing works of sequential recommendation
only consider the item sequence side without further considering
the user sequence side. Indeed, item sequence reflects the dynamic
interest of given user preferring items while user sequence reflects
the dynamic trend of given item preferred by users.

Self-supervised Learning in Sequential Recommendation.
Recently, researchers have also integrated self-supervised learn-
ing (SSL) [8] into the sequential recommendation. Indeed, self-
supervised learning has already achieved decent performance in the
fields of natural language processing [4] and computer vision [1],
based on the random dropout upon raw data information such
as masking the sentence or rotating/clipping the image. In the
field of recommendation, more similar to natural language pro-
cessing, Bert4Rec [16] predicts the random masked items in the
sequence by dropout strategy. Although such self-supervised meth-
ods have achieved decent performance, they are not suitable for the
sequential recommendation because the random dropout strategy
would generate sparser data and obscure self-supervision signals
for sequential learning. Hence 𝑆2-DHCN [22] conducts contrastive
learning between representations of different hyper-graphs without
random dropout, but its fixed ground truths restrict the improve-
ments. CSLR [26] generates self-supervised signal via long-term
and short-term interest, but failing to further consider more effec-
tive signals. Besides, two works about social recommendation [23]
and session-based recommendation [22] address this problem by
the self-supervised co-training framework.

Different from them, our work takes the first step to reflect
sequential recommendation from both user-sequence and item-
sequence perspectives, based on the self-supervised learning.

6 CONCLUSIONS AND FUTUREWORK
In this paper, we approached sequential recommendation from a
new perspective that integrated user sequence with self-supervised
learning instead of solely item sequential learning. Such exploration
not only supplemented the existing sequential recommendation
with user sequence but also addressed the challenge of current
self-supervised learning with sparse augmentation data by dropout
strategy. Specifically, we proposed DCN (DualContrastiveNetwork
for Sequential Recommendation) with two kinds of contrastive
learning. The first one was the dual representation contrastive
learning that contained user representation contrastive learning
and item representation contrastive learning. This self-supervised
learning approach tended to refine the target user and item em-
beddings via the encoded sequential representations for the target
user and target item, respectively. The second one was the dual
interest contrastive learning between the dynamic interest for next
item prediction and the static interest, which aimed to incorporate
the static modeling into the item sequence modeling via auxiliary
training. Besides, the predicted score of the next user was also
self-supervised here with the next item prediction.

As for future work, we plan to improve this paper by 1) conduct-
ing more experiments on more datasets and metrics, 2) exploring
more user-sequence-aware self-supervision signals, and 3) apply-
ing the model to real-world online scenarios to further evaluate its
performance.
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