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Congestion-aware Spatio-Temporal Graph Convolutional
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The fastest route search, which is to find a path with the shortest travel time when the user initiates a query,
has become one of the most important services in many map applications. To enhance the user experience of
travel, it is necessary to achieve accurate and real-time route search. However, traffic conditions are chang-
ing dynamically, and the frequent occurrence of traffic congestion may greatly increase travel time. Thus,
it is challenging to achieve the above goal. To deal with it, we present a congestion-aware spatio-temporal
graph convolutional network-based A* search algorithm for the task of fastest route search. We first iden-
tify a sequence of consecutive congested traffic conditions as a traffic congestion event. Then, we propose a
spatio-temporal graph convolutional network that jointly models the congestion events and changing travel
time to capture their complex spatio-temporal correlations, which can predict the future travel-time infor-
mation of each road segment as the basis of route planning. Further, we design a path-aided neural network
to achieve effective origin-destination (OD) shortest travel-time estimation by encoding the complex rela-
tionships between OD pairs and their corresponding fastest paths. Finally, the cost function in the A* algo-
rithm is set by fusing the output results of the two components, which is used to guide the route search.
Our experimental results on the two real-world datasets show the superior performance of the proposed
method.
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Additional Key Words and Phrases: A" search algorithm, spatio-temporal mining, traffic congestion, travel-
time estimation
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1 INTRODUCTION

Online map applications like Google Maps that provide users with valuable and real-time naviga-
tion information have brought great convenience for people’s daily travel. The fastest route search,
as one of the most important functions embedded in them, would greatly reduce the user travel
cost and enhance the experience of travel. Its objective is to find a route with the shortest travel
time after receiving a user query that includes a start point, a destination, and a departure time,
as shown in Figure 1. Due to the complex and time-varying traffic conditions, it is challenging to
achieve accurate fastest route searching.

Many existing works focus on extending the heuristic search algorithm like Dijkstra and A*
search algorithm on a time-dependent graph constructed from the road network and the corre-
sponding traffic data [5, 25, 37]. By elaborately designing the heuristics, a high-quality solution for
our studied task can be obtained. Thus, it is critical to learn a suitable cost function for heuristic
search algorithms. A* algorithm is a classical heuristic search algorithm whose goal is to generate
a route from a start point to the destination with minimal cost. The main idea of this algorithm
is to determine which path to extend based on a cost function, which consists of the observable
cost function and estimated cost function. The observable cost function is defined as the total cost
of the path from the start point to the candidate point, and the estimated cost is a heuristic func-
tion that estimates the cost from the candidate point to the destination. Early works use statistical
methods to develop the heuristic function, resulting in low flexibility and accuracy [5, 17, 27]. The
main disadvantage of the statistical methods is that they are insufficient for capturing the com-
plex patterns of dynamic traffic conditions. With the advances in deep learning techniques, some
recent studies design deep neural networks for the fastest route search task [31, 39]. For example,
authors in Reference [39] propose to extend the A* search algorithm by using neural networks to
model the dynamic traffic patterns. Based on this work, Wang et al. [31] adopt an adaptive graph
convolutional recurrent network and a multi-task representation learning approach to improve
the performance of the search algorithm. However, the above methods still have two following
limitations:

— The complexity of the influence of traffic congestion. Traffic congestion usually occurs on road
segments, which greatly influences the corresponding travel time. For example, the road
segment connecting the residential area and business area could be congested during rush
hours, resulting in long travel time. On the one hand, the occurrence of traffic congestion
exhibits obvious time periodicity. On the other hand, traffic congestion sparsely distributes
at different time, e.g., the time intervals between congestion events may be several minutes
or even hours. Recognizing these patterns within the dynamic nature of traffic flows presents
a challenge, and thus how to explicitly model traffic congestion is a challenge.

— Unknown path information for travel-time estimation. How to effectively set the estimated
cost function determines the final performance of the A* search algorithm. Due to limited
query information, we do not have the path information for the shortest travel-time estima-
tion, which makes it challenging to achieve an accurate estimation. Some works adopt either
top K shortest paths [39] or multi-task representation learning approach [31] to address it.
However, these methods still have drawbacks. To be specific, in Reference [39], estimating
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Fig. 1. An example of fastest route search in Google map.

the cost at each expansion of the A* algorithm by performing the shortest path search can be
a time-consuming process, and it is possible that the fastest path may not be among the top K
shortest routes. The multi-task learning method proposed in Reference [39] does not incor-
porate any path information between the start and end points, which would greatly influence
the estimation accuracy. Thus, these methods do not adequately address this challenge.

To overcome the aforementioned limitations, we propose a congestion-aware spatio-temporal
graph convolutional network based on the A* search algorithm to solve the problem of finding the
fastest path. First, we identify a sequence of consecutive congested traffic conditions as a traffic
congestion event. Then, we design a congestion-aware deep learning module based on the graph
convolutional network and temporal convolutional network to predict the travel time of road seg-
ments. This module is able to capture the complex spatio-temporal traffic condition by explicitly
modeling the traffic congestion events. Further, we build a path-aided origin-destination (OD)
travel-time estimation model that encodes the complex relationship between OD pairs and their
corresponding fastest paths to estimate the shortest travel time. Then, the observable cost func-
tion is computed by adding the observed travel time with the predicted travel time of a candidate
road segment, and the estimated cost is set based on the estimated shortest travel time. Finally, we
perform the normal search process of the A* algorithm by integrating these two cost functions.

Overall, we summarize our main contributions as follows:

— We design a congestion-aware neural network that explicitly models the influence of traffic
congestion on travel-time estimation.

— We propose a path-aided neural network for OD shortest travel-time estimation, which binds
the OD pairs with their corresponding fastest paths by bringing their hidden representations
closer during the training phase. With the useful information learned from the affiliated
paths, we only use the OD input and departure time to estimate the shortest travel time at
the estimation phase.

— Extensive experiments are conducted in two real-world datasets, and the results demonstrate
the performance superiority of our proposed model.

We describe the remainder of this article as follows. First, we review the literature on fast route
search in Section 2. Then, we give the key definitions and present our research problem in Section 3.
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Next, we describe our proposed approach in Section 4. Further, we conduct the various experiments
and analyze the experiment results in Section 5. Finally, we conclude our work in Section 6.

2 RELATED WORK

In this section, we will introduce several important works about our research, which fall into the
following three major groups.

Road Segment Travel Time Estimation. The task of road segment travel-time estimation is to
infer the travel time on individual road segments, which attracts much attention from the industry
and academia [4, 13, 28, 29, 35, 38]. For instance, the authors of Reference [13] proposed to use a
spatial moving average structure to capture the correlations between travel time on different road
segments. Reference [12] proposes four dynamic graph miners for travel cost extraction, which can
be selected and combined to extract travel costs that cater to different user requirements. With the
advance of deep learning techniques in traffic [2, 10, 18, 20, 34, 42], more researchers focus on
designing various neural networks to improve the accuracy of travel-time estimation [14, 32, 43].
For example, Google employed a graph neural network to estimate the travel time of roads in its
practical systems [4]. Jin et al. [14] adopted a hierarchical neural architecture search approach to
automatically learn a high-quality neural network for travel-time estimation. The road segment
travel-time estimation is a critical function in our work, and its difference lies in capturing the
complex spatial and temporal patterns of traffic conditions by explicitly modeling the congestion
features.

Fastest Route Search. There are many works studying the task of fastest route search based
on the traffic condition information, aiming to find the path with the shortest travel time [5, 9, 17,
21, 26, 39, 46-48]. For example, Ding et al. [5] introduced a novel algorithm to find time-dependent
shortest paths over a road network. The authors of Reference [17] extended the A* algorithm to
find the fastest paths. Yuan et al. [47, 48] utilized the historical vehicle trajectories to estimate the
distribution of travel time of each road segment in different periods of time and then adopted a two-
step routing algorithm to calculate the fastest route. Recently, Wu et al. [39] proposed to leverage
the neural networks to model complex traffic information based on the A* algorithm, which can
achieve higher accuracy than other state-of-the-art baselines. In contrast, our work proposes a
congestion-aware deep learning model to fully capture the spatial and temporal patterns of traffic
conditions. Meanwhile, a deep learning method is developed to accurately estimate the travel time
based on the given OD information.

Deep Learning for Heuristic Search. The heuristic function plays a vital role in aiding the A*
algorithm’s search by estimating the travel time from the candidate node to the destination node.
Existing deep learning-based methods for heuristic value estimation can be grouped into two differ-
ent categories. The first category is based on path search [6, 30, 36, 39, 41, 44]. NASF [39] employs
Dijkstra’s algorithm to explore multiple paths and predict the travel time of each path using neural
networks. However, the high computational complexity of this approach makes it difficult to apply
to practical route planning. The second one is based on OD travel-time estimation [16, 22, 31, 33],
which aims to predict travel time without determining an actual route. DeepOD [45] encodes the
trajectory information into the hidden representation of the corresponding OD pair during the
model training phase. During the testing phase, DeepOD predict the travel time only with the OD
input. However, this model does not effectively capture the complex spatio-temporal dependencies
of the road network. Meanwhile, since there is no information on fast paths available, it cannot
directly be used to estimate the shortest travel time for an OD query. To address these limitations,
on the one hand, we leverage historical road condition information and encode it for each road seg-
ment. Moreover, we use the time-dependent Dijkstra algorithm to generate a large number of the
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fastest paths based on historical data, which provides more valuable information for the shortest
travel-time estimation.

3 PRELIMINARIES

In this section, we give the key definitions and present our research problem. Further, we describe
the A” search algorithm that is widely used in solving the path-finding problem.

3.1 Definitions

Road Network. Consider a directed graph G = (V,E) to represent a road network, where V =
{ry,r2,...,rn} is a set of N nodes and E is a set of edges. Each node denotes a road segment. An
edge e =< r;,r; >€ E denotes the directed connection from road segment r; to road segment r;.

Travel Time of Road Segments. For road segment k, its travel time [¥ is defined as the average
travel time of vehicles during the time slot t. Typically, the travel time of a road segment changes
at different time slots under the time-varying traffic condition, e.g., the travel time is long in rush
hours but could be short at other periods of time.

Traffic Condition Level: We classify the traffic condition into three levels: unobstructed, slow
and congested. Such classification is specified according to the criteria used by Baidu Map as an
example. It is assumed that the traffic condition on a road segment has a unique level at a specific
time slot.

Traffic Congestion Event: We identify a traffic congestion event based on the traffic condition
levels. A congestion event c; is denoted as a sequence of the specified traffic condition levels on
road segment i, which is expressed as [(ts, Si,z, ), (ts + 1, Si.t,41)---» (tes Siz, )], ts < te. It satisfies the
following two conditions:

(1) The value of s; ;(ts < I < t.) corresponds to slow or congested level.
(2) The values of s; ;.1 and s; ;,+1 are unobstructed level.

Route. A route y is a sequence of connected road segments, i.e., y : r; — r, — ... — r,. The start
and destination points of route y are denoted as y.s = ry.s and y.d = r,,.d.

3.2 Problem Formulation

Fastest Route Search. Given a query with a start point /5, an endpoint ., and a departure time 4,
we aim to find the fastest route y based on a dataset D consisting of historical traffic information
(i.e., the travel time of road segments) in a road network G,

y.y.t — f(s.le.14)D,G), (1)

where y.t denotes the travel time of route y.

3.3 A" Search Algorithm

A* search algorithm [11] is a graph search algorithm, which aims to find a path from the source
node ng to the destination node ny with the objective of the minimum cost. To implement it, it
maintains a path tree, originating from the source node and iteratively selects a path for extension.
The algorithm terminates when the desired path is searched or there are no paths to extend. At
each path extension, the cost of a candidate node n is calculated by a cost function f(n),

f(n) = g(n) + h(n), )

where g(n) represents the observable cost, which is the cost of the observable path from the source
node n; to the candidate node n. h(n) is the heuristic cost, which estimates the cost of the fastest
path from the candidate node n to the destination node ng.
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Fig. 2. An overview of our model.

4 OUR APPROACH

In this section, we describe a novel A* search model that incorporates a congestion-aware travel-
time prediction module and a path-aided OD travel-time estimation module and explain how this
model can solve the two limitations we are concerned about.

4.1 Model Overview

The overall architecture of our model is shown in Figure 2. The model is built upon the framework
of the A* search algorithm, so the cost function can be decomposed into the observable cost g(-)
and the heuristic cost h(-).

For ¢g(-), it is calculated by summing over the travel time of all the observable road segments.
Suppose there is a partial path denoted by p : ry — ry - -+ — r;, the observable cost of a candidate
location r;;; can be computed as follows:

i
g(rs = ri) = ) Time(rk = reaalticq) )
k=1
= Cr,p; + Time(r; — rig1lti, q),

where C,,_,,, denotes the observable travel time from rs to r;. The second term represents the
predicted travel time from r; to r;41 at departure ¢;. To compute it, we design a congestion-aware
spatio-temporal prediction model to infer the travel time of each road segment according to the
time-varying road condition information in the road network. In particular, we model the influence
of traffic congestion events on the travel time of each road segment, which will be described in
Section 4.2. Therefore, we define the function g(rs — ri4+1) as the sum of the predicted travel time
and the accumulated travel time up to r;.

For h(-), we propose a path-aided neural network for OD travel-time estimation. In this net-
work, the query embedding component is used to extract the embeddings of the input features.
We employ one-hot encoding to represent the query’s origin and destination and then extract the
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spatiotemporal embeddings of their adjacent road segments based on the results from Section 4.2.
Additionally, we calculate the Euclidean distance between the origin and destination nodes, along
with the average traffic volume within the road network. These embeddings are concatenated to
form the query embedding, as elaborated in Section 4.3. The path-aided OD encoding component is
designed to learn the hidden OD representation. Its core is to employ an auxiliary neural network
to learn the spatio-temporal representation of the fastest paths between origin and destination
and make it close to the hidden representation of the corresponding OD pairs during the training
phase. After that, the learned OD representation is input to a Multi-Layer Perceptron (MLP)
component for travel-time estimation. In the estimation phase, we only input the OD pairs and
departure time to generate the estimated shortest travel time.

When the two functions are learned, the travel time of a candidate location can be computed
for path extension.

4.2 Congestion-aware Segment Travel Time Prediction

To set observable cost function g(n), we need to estimate the travel time of each road segment. How-
ever, since the traffic condition is time varying, especially the traffic congestion results in longer
travel time, it is challenging to accurately estimate it. To tackle it, inspired by Reference [19], we
propose a congestion-wise spatio-temporal learning model, which explicitly models the conges-
tion information. As shown in Figure 3, this model consists of two important modules. The first is
the spatio-temporal feature extraction module, which captures the temporal features of segment
travel time. The second is the congestion event information extraction module, which extracts
high-density sequential congestion information.

In the spatio-temporal feature extraction module, to better extract the periodic information of
road segment travel time, we extract three types of temporal information: an hour before the pre-
dicted time period, the predicted time period 1 day ago, and the predicted time period 1 week ago.
Each type of temporal information contains the travel-time information of the road segment 1 hour
after the corresponding moment, where each 5-minute interval represents a time slice. The corre-
sponding data are denoted by X,ear, Xgay, and X,,¢ck, respectively. To enhance the model’s ability
to process time-series data, we use a gated one-dimensional temporal convolutional network
(TCN) [3] to extract temporal features of road segments. The TCN uses dilated causal convolution
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as its temporal convolution layer. The dilated causal convolution is represented as
K-1
x * f(t) = Z £(s)x(t — d x ), (4)
s=0
where x € RT represents a one-dimensional sequence input and f € RX denotes the filter. ¢
represents the current step, and d is the dilation factor that controls the skipping distance.

In this article, we adopt a three-layer convolutional TCN architecture with a kernel size of 2 and
dilation factors of 1, 2, and 4, respectively. Each input is processed through two TCN layers. After
applying the sigmoid activation function to the output of the TCN, this output serves as a gating
signal that interacts with the preceding output to derive the final time-domain representation. We
express it as

Y=¢(®1*S+b1)@0'(®2*s+b2), (5)

where S is the input of TCN; ©1, ©;, by, b, are learnable parameters. The symbols ¢ and o represent
the tanh and sigmoid activation functions, respectively.

Correspondingly, we input Xy,¢ek, Xday> Xnear into the TCN to get the outputs Y,,, Y4, Y. After
that, we use the attention mechanism to fuse the outputs of the three channels as the initial features
of each road segment, which is formulated as follows:

att(Yl, Yz) = VT tanh(W1Y1 + W2Y2 + d),
_ att(Yd’ Yn)
g = , (6)
att(Ya, Y,)) + expatt(Yo, Yn))
att(Xoy, Yy)
att(Ya, Yp)) + att(Y,, Y,)’
Y=a;Ys+ Y.,

Ay

where v, Wi, W,, d are learnable parameters and Y is the temporal representation of each road
segment.

In the congestion event information extraction module, we first summarize the characteristics
of traffic congestion, these features include the time embedding, duration, congestion level, and
the length of time from the end of the congestion event to the current moment. To encode the time
of day and day of the week for congestion events, we apply a one-hot encoding technique. After-
wards, these encoded features are concatenated to generate the time embedding representation.
Moreover, we utilize one-hot encoding to encode the congestion level. Finally, these embeddings
are concatenated with other relevant features to obtain the final encoding for the congestion event.
We select the features of the m recent congestion events at the current node as input. Since the
occurrence of congestion has a strict temporal order, we use Gated Recurrent Unit to aggregate
the congestion information to obtain the congestion information representation of road segments.

The temporal representations of road segments and the representations of congestion informa-
tion are aggregated by a multi-layer MLP, denoted by z°. Then we adopt the graph convolutional
network (GCN) to capture their spatial dependencies, which can be computed as

1
W =l — (WZ5,”+b”>) 1=01,..K, )
IN(v)] u;:‘v)

where W, b are learnable parameters. N(v) represents all the nodes adjacent to node v. In this study,
road segments are represented as nodes, and the edges represent the connections between these
road segments. It is important to recognize that distance plays a crucial role in determining travel
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Fig. 4. The architecture of path-aided OD travel-time estimation module.

time. Incorporating this factor into information aggregation process has potential to improve the
prediction accuracy.

Finally, the travel time of the road segments is obtained through a fully connected network. We
refer to the predicted travel time of road segments as a one-step prediction, which is a part of the
observable cost of the current node’s child nodes.

4.3 Path-aided OD Travel Time Estimation

The key part in the A* search algorithm is to set the heuristic cost function A(-), which aims to
estimate the travel time from the candidate location to the destination. However, since the route
from the candidate location to the destination is unknown, it is more difficult to learn A(-) than g(-).
Although some recent works [31, 39] attempt to address this challenge, they still cannot effectively
exploit the supervised information. As a matter of fact, historical data about travel time allow us
to generate the shortest path and estimate travel time for a given OD pair and departure time.
Compared with the simple input of the OD pair and the departure time, the affiliated path provides
more valuable information about why it takes such a long travel time from origin to destination.
Motivated by it, we propose a path-aided neural network for OD shortest travel-time estimation,
as shown in Figure 4. Specifically, during the training stage, we encode the corresponding paths to
learn the hidden representation of OD pairs. At the estimation stage, we only use the information of
the OD pair and the departure time to learn its hidden representation, which is utilized to estimate
the travel time.

When encoding the OD pair, we not only consider the current candidate node ID and desti-
nation node ID but also extract other contextual traffic information, which includes the follow-
ing: (1) the current departure time ¢;, which associates with the corresponding traffic condition;
(2) the physical distance from the current node to the end node d,,_,,; (3) the embedding of the
adjacent nodes of current node e,,, which encodes the spatio-temporal traffic features explored in
Section 4.2; and (4) the global traffic condition f;,, which captures the changes in road conditions
in the road network. Formally, we have

Eq = ﬁ:([ti’dri—wds er,-,erd’gr,-sft,-]), (8)

Y = Fi(Ey), ©)
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where i is the estimated travel time. % (:), F5(-) are designed as two different MLPs. E, rep-
resent the hidden representation of the query q¢ = (¢, r;,rq). The operator [-,-] represents the
concatenation.

Main loss: We calculate the difference between the estimated travel time § and the actual travel
time y using the Mean Absolute Percentage (MAP) loss and minimize it by

Ly = MAP(y, 7). (10)

Auxiliary loss: During the training phase, we employ the time-dependent Dijkstra algorithm to
obtain the fastest path and its travel time for each OD query. The path is a sequence of consec-
utive road segment IDs. We use the model described in Section 4.2 to obtain the spatio-temporal
representation of each road segment and then encode the representation sequence using a Long
Short-Term Memory network to derive the hidden representation of the fastest path, which is
denoted as E,. Next, we compute the Euclidean distance between E, and E,;. To make the repre-
sentation of the query close to the representation of the path, we minimize the above distance by
the following expression:

L= \/Z (B, 11 - Ey i) (1)
J

Following Reference [24], we introduce dynamic adaptive weights to combine the two loss func-
tions (i.e., auxiliary loss and main loss) and obtain the final loss for our model. This helps to balance
the contribution of both losses to the overall training process and improves the accuracy of our
predictions,

L=Li+axL,, (12)

where « is a hyperparameter used to balance the main and auxiliary losses.

4.4 The Fastest Route Search Algorithm

In this part, we will describe how the two modules illustrated above are integrated into the A*
search algorithm, which helps to effectively find the fastest routes for users’ queries.

In the A* search algorithm, when we expand the child nodes of the current node, we need to
calculate the observable cost and estimated cost of each expanded node. Among these costs, the
observable cost of a child node consists of two parts. The first part is the searched path, that is, the
travel time from the starting point to the candidate node, this part is a constant. The other part
is from the current node to each extended child node, which is computed by the congestion-wise
spatio-temporal prediction model described in Section 4.2. This model can capture the dynamic
traffic information in the road network to accurately predict travel times for each road segment.
After estimating the cost of each extended node, we input the extended node ID, destination node
ID, and context information into the path-aided OD travel-time estimation module, as shown in
Section 4.3. This allows us to obtain the estimated travel time from the extended node to the
destination. which serves as a valuable heuristic to guide the A* search algorithm.

By introducing the congestion-aware segment travel-time prediction model to compute g(n)
and the path-aided OD travel-time estimation model to infer A(n), our model can more effectively
find the path with the shortest travel time. The detailed procedure of our approach is shown in
Algorithm 1. In the search algorithm, we construct two priority queues, called closed set (C) and
open set (O). At each step, the node [* with minimum cost is removed from the open set and
added to the closed set. We take the neighbor nodes of node I* as the candidate nodes. For all
candidate nodes, we use Equation (3) to compute the value of the observable cost g(-) function and
use Equation (8) to compute the value of the estimable cost h(-) function. Finally, these two cost
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values are added together to form the final evaluation cost. We estimate the observable cost (G[I'])
of each neighbor I’ of I* from the prediction network. The overall cost (F[[']) is also updated by
using the value network to obtain new estimated costs. We find the node with the lowest F value
in the queue as the next target node until the end of the search is reached.

ALGORITHM 1: The search algorithm for our model.

Input: Starting point [5, end point [y, departure time t4
Output: Fastest path p;, time cost ¢,

begin

Initialize O, C, F, G;

while O is not empty do

Obtain location I* < O.pop() > location with the lowest F[l4]
If I = [; then

t* «— F[ly]

Backtracking recursion to find a path p; from I to I,
return the derived route p; from s to [; and shortest travel time t*
end

O.remove(l*)

: C.add(l*)

for neighbor I' € £;- do

. if [ € C then

continue

end

G —G[l.]+g(ls > I') »Computed by Equation (3)

if I’ ¢ O then

O.add(l’)

else if G’ > G[I’] then

continue

Gl < G

: FII'l < G[I'l +h(I’ —> 1) » Computed by Equation (8)
: end

end

: end

R A A A R o T

N N RN R R e e e e
R I R =B R B N T O T S S S

5 EXPERIMENTS

In this section, we conduct extensive experiments to verify the effectiveness of our proposed model
based on two real-world traffic datasets. There are the following research questions to answer:

—How does our model perform compared with the state-of-the-art baselines in the task of
fastest route search?

— How does the complexity of our model compare to that of the baselines?

— How does our model perform without different modules?

— How does the congestion-aware segment travel-time prediction module perform in the ab-
sence of certain sub-modules?

—How does our model more effectively search the fastest route compared with the widely
used approach?
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5.1 Experimental Setup

5.1.1 Dataset. In our experiment, we use two real-world datasets to test the performance of
the proposed model. The statistics of the two datasets are shown in Table 1.

— BJ-TT: This dataset is collected from Baidu Map’s open interfaces,! which contains the travel
time of road segments in Beijing from April 6, 2022 to April 21, 2022. Its sampling period is
5 minutes. We use the OpenStreetMap? to obtain the road network, and matched the BJ-TT
dataset to the road network using the location information of road segments.

— Q-Traffic: This dataset is released in Reference [23], which records the traffic speed of the
road segments in Beijing with a sampling period of 15 minutes. The time range is from April
1, 2017 to May 31, 2017.

5.1.2  Evaluation Metrics. For this experiment, we use two metrics to measure the performance
of our model:

FR1 = M, (13)
Nquery
Fra= B9 (14)
y

where N, is the number of the routes with the shortest travel time. Nyyery is the number of
queries. y represents the travel time calculated by our model or the baselines described in the
following section, and g represents the travel time calculated by the Dijkstra algorithm over the
time-dependent graph built on the real data.

5.1.3 Experimental Settings. We split the datasets with 70% for training, 10% for validation, and
20% for testing in a chronological manner. Note that we use the dataset Q-Traffic similarly to
References [23, 39]. Since the data setting is not disclosed in their works clearly, we are unable
to fully replicate it. However, we can still make comparisons by using similar datasets that share
similar characteristics or properties. For the test dataset, we classify the queries into three types
according to the distance between the source node to the destination, i.e., short queries, medium
queries, and long queries. In the BJ-TT dataset, we define the short queries as a distance smaller
than 5 km, medium queries as a distance between 5 and 10 km, long queries as a distance larger
than 10 km. In the Q-Traffic dataset, we define the short queries as the distance between 4 and
5 km, medium queries as the distance between 5 and 6 km, long queries as distance larger than
6 km. For the travel-time prediction module, the layers of GCN are set to two. For the shortest
travel-time module, the layers of MLP are set to three. We implement our model using Python
with Pytorch 1.9 on NVIDIA 3080 GPU.?

5.1.4 Baselines. In our experiment, we use the following methods as baselines:

— STATIC: This baseline is to find the shortest path based on a static travel-time graph built
on the traffic information at the departure time of a query. We use the Dijkstra algorithm to
implement it.

— IAFP [17]: This method uses the A" search algorithm to find the fastest path on a time-
dependent graph based on historical data.

https://map.baidu.com
Zhttps://www.openstreetmap.org
3Code is available at https://github.com/tsinghua-fib-lab/TKDD2023-CSTGCN- Astar
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Table 1. Dataset Statistics

Datasets Interval ~ #Road segments #Locations Time Range
BJ-TT 5 minutes 486 512 04/06/2022-04/21/2022
Q-Traffic | 15 minutes 1,161 1,052 04/01/2017-05/31/2017

— ARIMA: This baseline uses AutoRegressive Integrated Moving Average (ARIMA)
model [1] to predict the travel time of road segments. Based on the prediction results, we
use the Dijkstra algorithm to find the fastest path.

— SVR: Support Vector Regression [38] is used to predict the travel time of road segments. With
the prediction results, we use the Dijkstra algorithm to find the fastest path.

— Graph WaveNet [40]: This method uses a graph convolutional network and temporal convo-
lutional network to predict the travel time of road segments. Based on the prediction results,
we use the Dijkstra algorithm to find the fastest path.

— GMAN [49]: The model utilizes a graph multi-attention network with an encoder-decoder
architecture. Additionally, the Dijkstra algorithm is utilized to determine the fastest path.
— NASF [39]: This method adopts neural networks for improving A* search algorithm in fastest

route recommendation task.

— ASNN [31]: This method combines adaptive graph convolutional recurrent network and
multi-task representation learning to estimate travel time in fastest route recommendation
task.

5.2 Overall Performance (RQT1)

We compare the proposed model with the state-of-the-art baselines, and the results are shown in
Table 2. Our model consistently outperforms all the baselines, which demonstrates its effectiveness.

In particular, we observe that compared with the IAFP method using the historical traffic data,
the STATIC method based on the current traffic information can achieve better performance. This
is because while there are significant variations in the travel time of road segments at different
time slots during the day, such variations are small in a relatively short time. Thus, for a fast route
search, it is necessary to consider real-time traffic conditions.

Prediction-based baselines, such as ARIMA, SVR, Graph WaveNet, GMAN, NASF, and ASNN,
achieve better performance when compared with the STATIC and IAFP methods. This further
shows that accurate travel-time prediction for road segments is crucial to the fastest route search
task. Among the prediction-based baselines, the ASNN model exhibits the best performance. Specif-
ically, from Table 2, it is evident that the segment travel-time prediction performance ranks as
ASNN>NASF>GMAN>Graph WaveNet>SVR>ARIMA, which is consistent with the overall per-
formance of the fastest route search using the corresponding prediction model. This indicates that
accurately predicting the travel time can improve the effectiveness of the fastest route search.

Our model fully considers the influence of traffic congestion on the travel time of road segments.
We also effectively utilize affiliated path information for learning model parameters in OD travel-
time estimation. Through accurate prediction of the g(-) and h(-) functions in the A* algorithm, the
model’s performance is further enhanced.

5.3 Model Complexity (RQ2)

To provide a better understanding of the proposed model, we conduct a comparison of its complex-
ity with that of various baselines. We discuss model complexity from two perspectives. First, in
terms of theoretical analysis, we calculate the number of model parameters. As shown in Table 3,
our model has fewer parameters than other baselines except Graph Wavenet. However, despite
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Table 2. Overall Performance of Our Model and Several Baselines over Two Datasets

Metric BJ-TT Q-Traffic
Dataset - -
Length short medium  long short medium  long
STATIC 0.913 0.813 0.773 0.833 0.743 0.683
IAFP 0.906 0.806 0.756 0.82 0.73 0.66
ARIMA 0.92 0.84 0.78 0.85 0.75 0.69
FR1 SVR 0.93 0.846 0.796 0.86 0.75 0.69
Graph WaveNet 0.936 0.886 0.826 0.863 0.766 0.72
GMAN 0.943 0.89 0.836 0.86 0.773 0.7
NASF 0.943 0.9 0.833 0.87 0.78 0.73
ASNN 095 0906 085 | 08838 078 0753
Ours 0.96 0.916 0.873 0.91 0.81 0.766
STATIC 0.00404 0.01057  0.01299 | 0.00091 0.00169 0.00181
IAFP 0.00473  0.01238 0.01346 | 0.00103 0.00178  0.00197
ARIMA 0.00324 0.00438 0.00504 | 0.00077 0.00144 0.00177
FR2 SVR 0.00182  0.00333  0.00469 | 0.00072 0.00138 0.00168
Graph WaveNet | 0.0021 0.0027  0.00317 | 0.00060 0.00107  0.00156
GMAN 0.00203  0.00213  0.00286 | 0.00064 0.00127  0.00156
NASF 0.00164  0.00207  0.00297 | 0.00068 0.00135 0.00139
ASNN 0.0012 0.00156  0.00223 | 0.00047 0.00126 0.00131
Ours 0.00102 0.00137 0.00183 | 0.00033 0.00101 0.00145

Bold highlights the best results, while underlining indicates the second best performance.

Table 3. The Model Complexity Comparison with Baselines

Dataset # Parameters | Training Time (s) | Inference Time (s)
Graph Wavenet 0.27M 7.82 0.44
GMAN 5.37M 244.06 22.4
NASF 2.84M 92.21 8.81
ASNN 1.41M 72.90 6.12
Ours 1.35M 12.6 0.48

M: million (10°)

having fewer parameters, Graph Wavenet’s prediction performance is notably worse than that of
our model. This indicates that our model achieves a good tradeoff between performance and ef-
ficiency. Second, from an empirical perspective, we measure the average training and inference
time per epoch. The results indicate that although our model integrates multiple deep modules, it
remains efficient in both training and inference time.

5.4 Ablation Study (RQ3 and RQ4)

5.4.1 Effect of Model Modules. First, we analyze the effect of different modules on the search
performance. We use different variants of our model as follows: (1) w/o SCEM, which does not
model the congestion features; (2) w/o GCN, which removes the graph convolutional network;
and (3) w/o TA, which removes the trajectory auxiliary loss. Based on our ablation experiments,
we find that all the modules are effective in improving the overall performance of our search
model. Especially, it is observed that the removal of the auxiliary loss during training significantly
degrades the model performance. This indicates that it is more important to use the affiliated path
information in the encoding of the query during the training phase.
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Table 4. Performance Comparison of Different Modules
in Our Model over Q-Traffic Dataset

Query Short  Medium  Long

w/o GCN 0.856 0.773 0.69

w/o SCEM 0.87 0.763 0.723

FR1 w/o TA 0.823 0.726 0.653
Ours 0.91 0.81 0.766

w/o GCN | 0.00081 0.00144 0.00197
w/o SCEM | 0.00050 0.00141  0.00127
FR2 | w/oTA 0.00099  0.00186  0.00213
Ours 0.00033 0.00101 0.00145

Bold is used to highlight the best results. Based on our ablation
experiments, we find that all the modules are effective in
improving the overall performance of our search model.

Table 5. Prediction Performance of the
Congestion-aware Road Segment Travel Time
Estimation Module in Terms of MAPE

Dataset BJ-TT Q-Traffic
w/o GCN 0.10187  0.09651
w/o SCEM 0.10049  0.09412

w/o Daily Period 0.09963  0.09317
w/o Weekly Period | 0.09593  0.09175
Ours 0.09503  0.09092

5.4.2  Effect of Road Segment Travel Time Estimation Module. For the congestion-aware segment
travel-time estimation module, to verify the effect of different sub-modules on the prediction per-
formance, we design different variants of this module: (1) w/o SCEM, which does not model the
sequence of congestion events; (2) w/o Daily Period, which does not introduce the daily-periodic
traffic information; (3) w/o Weekly Period, which removes the weekly-periodic traffic information;
and (4) w/o GCN, which does not explore the spatial correlations by removing the graph con-
volution network. We use Mean Absolute Percentage Error (MAPE) metric to evaluate the
performance of different variants. MAPE is defined as the average percentage difference between
predicted and actual values. It offers a meaningful insight into the accuracy of predictions and is
widely utilized in similar studies within the travel-time estimation domain [7, 8, 15, 32, 39].

Based on our empirical study, as shown in Table 5, we find that GCN plays a significant role in
improving the performance of travel-time prediction. Specifically, incorporating topological infor-
mation between road segments is instrumental to achieving the best predictive results. Moreover,
our experimental results demonstrate that incorporating congestion events can enhance model per-
formance for future segment travel-time prediction. Additionally, we verify the importance of cap-
turing daily and weekly periodicity in improving accuracy. Specifically, daily periodicity yielded
a higher impact on forecast performance than weekly periodicity. Thus, we conclude that the sub-
modules are well designed in our congestion-aware segment travel-time estimation module.

5.4.3  Effect of Path-aided Module. In our research, we conducted experiments to evaluate the
effectiveness of the path-aided module (PAM). We compared its performance in terms of several
metrics, including FR1, FR2, running time, the total time taken to complete all path queries, as well
as the number of searched nodes per query using the A* algorithm.
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Table 6. Overall Performance of the Path Aided Module over BJ-TT Datasets

Metric Ours w/o PAM
Query Short Medium Long Short Medium Long
FR1 0.96 0.916 0.873 0.97 0.926 0.88
FR2 0.00102 0.00137 0.00183 | 0.00095 0.00129 0.00178
Running Time (s) 12.86 42.95 194.41 109.23 806.27 25.94
# Searched Nodes 594 2,237 8,167 2,189 10,418 37,010
i 1
N -
-
\ \
\
v
(a) Dijkstra algorithm (b) Ours

Fig. 5. Two routes searched by the Dijkstra algorithm and our method.

As shown in Table 6, we find that removing the path-aided module results in a slight improve-
ment in the quality of query results. However, it greatly increases query time and requires a
larger number of nodes to be searched. For example, when dealing with long paths, the number
of searched nodes and the running time increase by 353.16% and 314.73% compared to scenarios
without the path-aided module, respectively. These results show that the path-aided module plays
an important role in enhancing computational efficiency, without compromising the accuracy of
query results.

5.5 Case Study (RQ5)

In this subsection, we give a showcase to evaluate the effectiveness of our model in the task of
fastest route search. This case is to utilize the search algorithm to find the fastest path under
the dynamic traffic environment. We visualize the search results of our model and the Dijkstra
algorithm in Figure 5. The color of road segments represents the traffic condition level. The green
color indicates that the road segment is unobstructed, and the red color indicates the congested
condition. The blue marker represents the starting point of the query, and the red one is the end
of the query. We show an example of finding the fastest route in Beijing at 9 AM. Figure 5(a) and
Figure 5(b) are the results obtained by using static Dijkstra search and our algorithm, respectively.
It can be seen that our algorithm can effectively avoid congested roads. Meanwhile, the travel time
of the routes searched by the baseline and our algorithm is 734 and 729 s, respectively. This further
demonstrates that our method can find the fastest route with the shortest travel time.

6 CONCLUSION

We proposed a congestion-aware spatio-temporal graph convolutional network-based A* search
algorithm to implement fast route planning. We developed two modules to enhance the A*
search algorithm, focusing on learning its key functions. The first is a congestion-aware neural
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network that models the influence of traffic congestion on travel-time estimation. The second is a
path-aided neural network that estimates travel time for an OD query by considering the relation-
ship between the OD representation and the spatio-temporal representation of the path. Finally,
we fuse the output results of both modules to set the cost function in the A* algorithm, which
effectively guides the route search. Extensive experimental results showed that the proposed
algorithm can achieve superior performance compared with the state-of-the-art baselines. For
future work, we aim to deploy this algorithm in real-world map service applications.
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