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Abstract
Understanding experienced segregation in urban daily life is crucial
for addressing societal inequalities and fostering inclusivity. The
abundance of user-generated reviews on social media encapsulates
nuanced perceptions and feelings associated with different places,
offering rich insights into segregation. However, leveraging this
data poses significant challenges due to its vast volume, ambiguity,
and confluence of diverse perspectives. To tackle these challenges,
we propose a novel Large Language Model (LLM) Agent to auto-
mate online review mining for segregation prediction. Specifically,
we propose reflective LLM coder to digest social media content
into insights consistent with real-world feedback, and eventually
produce a codebook capturing key dimensions that signal segrega-
tion experience, such as cultural resonance and appeal, accessibility
and convenience, and community engagement and local involvement.
Guided by the codebook, LLMs can generate both informative re-
view summaries and ratings for segregation prediction. Moreover,
we design a REasoning-and-EMbedding (RE’EM) framework,
which combines the reasoning and embedding capabilities of lan-
guage models to integrate multi-channel features for segregation
prediction. Experiments on real-world data demonstrate that our
agent substantially improves prediction accuracy, with a 22.79%
elevation in R2 and a 9.33% reduction in MSE. The derived codebook
is generalizable across three different cities, consistently improv-
ing prediction accuracy.Moreover, our user study confirms that the
codebook-guided summaries provide cognitive gains for human par-
ticipants in perceiving POIs’ social inclusiveness.Our study marks
an important step toward understanding implicit social barriers
and inequalities, demonstrating the great potential of promoting
social inclusiveness with Web technology.
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1 Introduction
The rapid advancement ofweb technologies has enabled fine-grained
records of social interactions through diverse media, such as tex-
tual posts [34], photos [11], and short videos [5]. As a result, web
platforms have become extensive social sensing systems, generat-
ing rich digital traces that reflect social dynamics in the physical
world [13, 29]. Such data offers a unique opportunity to uncover
subtle patterns or preferences in individuals’ everyday life, allow-
ing researchers to study long-standing social issues from a new
perspective [21]. Among the most enduring of these issues is segre-
gation: the systematic separation of individuals or groups based on
certain characteristics. However, identifying cues of segregation
experience from massive, multimodal web content poses signifi-
cant challenges, requiring advanced methods to capture nuanced
feelings, and there is no established procedure to guide this process.

Historically, research on segregation has focused primarily on
residential patterns [24], where individuals of the same racial or eth-
nic group are more likely to reside in the same neighborhoods [28].
This type of spatial segregation has been linked to negative social
outcomes, such as limited upward social mobility and increased
crime rates [12, 15]. Recent studies have shifted focus to experi-
enced segregation—the dynamic segregation individuals experience
in daily movements [21]. Despite the seemingly free human move-
ments in most modern urban spaces, certain demographic groups
continue to face barriers to equal access and social interactions. In
other words, there seem to be “invisible walls” in cities that pre-
vent sufficient social interactions between groups. These walls are
not merely the result of physical proximity but are influenced by
cultural, social, and economic factors that drive segregation on a
more nuanced level. Accurately predicting segregation experiences
can inform individuals to avoid potentially uncomfortable situa-
tions and support policymakers in fostering social inclusiveness.
Moreover, research suggests that segregation experiences can in-
tensify in larger urban areas [23], underscoring the need to explore
the underlying mechanisms for growing more equitable cities ad-
mist ever-increasing urbanization. However, existing studies only
present retrospective and holistic measurements, providing limited
insights and prediction capabilities.

To address these challenges, we propose to leverage the reason-
ing power of LLMs for automated social media content analysis.
We propose a reflective LLM coder, featuring a strategic agentic
workflow that integrates two key components: a reflective attrib-
utor and a code summarizer. The reflective attributor employs an
abductive reasoning approach: it prompts the LLM to estimate a
location’s appeal to different demographic groups from its social
media content, and reconcile discrepancies through iterative re-
flection on observed segregation patterns. Subsequently, the code
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summarizer applies chain-of-thought reasoning [33] to iteratively
merge insights into a structured codebook. This codebook guides
LLMs to transform free-text reviews into structured summaries,
highlighting segregation-related factors like cultural resonance and
community engagement. Complementing this qualitative approach,
we propose a REasoning and EMbedding (RE’EM) framework
for quantitative segregation prediction, which combines LLMs’ rea-
soning capabilities with the representational power of pre-trained
embedding models. First, we prompt the LLM to provide structured
ratings of a place’s appeal to different groups based on the code-
book, allowing the reasoning outcomes of LLMs to be vectorized
and easily integrated with other channels of features. Concurrently,
we finetune an embedding model to learn global representations
optimized for segregation prediction. Finally, we fuse structured
ratings, global embeddings, and population information using a
neighbor-aware multi-view predictor.

We validate our approach through qualitative user studies and
quantitative experiments on four US cities. In our user study with
75 researchers, participants’ prediction accuracy greatly improved
when provided with LLM-generated summaries. Furthermore, as
many as 80% of participants prefer the codebook-guided summaries
over vanilla LLM outputs. In quantitative experiments, the RE’EM
framework improves the predictive 𝑅2 by 22.79% and reduces the
MSE by 9.33% compared to baseline models relying solely on local
racial composition, and is generalizable across cities.

Our contributions are summarized as follows:

• We are the first to explore the use of social media content
for predicting POI experienced segregation.
• We design a reflective LLM coder to effectively summarize
online reviews and identify cues of segregation.
• We propose a REasoning-and-EMbedding (RE’EM) frame-
work that combines the reasoning and embedding capabili-
ties of language models to predict segregation.
• We validate our approach through comprehensive qualitative
and quantitative evaluations, demonstrating its effectiveness
in extracting operationable insights and generalizing segre-
gation prediction improvement.

2 Related Work
Mining Web Data with LLMs. The digital footprints and rich
textual contents people generate on Web platforms have proven
to be informative for a wide array of social phenomena, including
health outcome [22], mental well-being [20], crime rates [10], and
neighborhood disparities [13, 26]. However, these studies often
rely on pre-calculated indices or pre-defined word lists to engineer
and extract features. This is not only labor-intensive but also lacks
adaptability to evolving research questions and contexts. Given the
remarkable language understanding and reasoning capabilities of
LLMs, recent research explored the potential of leveraging LLMs to
mine Web data for social good, such as revealing food-related social
prejudice [18], evaluating public accessibility [16], and capturing
urban perception [27]. Nevertheless, these studies often lack an ex-
amined framework for insight extraction frommassive social media
content, which limits their effectiveness in capturing the complex-
ity of Web data. In contrast, our work presents the first step toward
unlocking the reasoning power of LLMs to code free-form online

reviews, extracting human-comprehensible, informative insights
for segregation prediction.
Experienced Segregation. The study of segregation traces its
roots back to the early 20th century, when sociologists examined
the division of urban spaces into “ecological niches”, each inhab-
ited by distinct social groups [24]. Researchers revealed the detri-
mental effects of enduring segregation even in the absence of “le-
galized racial segregation”, on education, income, housing, and
crime [3, 14, 19]. Albeit offering valuable insights, these studies
are highly constrained by data availability, overlooking the real-
ity that individuals spend significant time and engage in numer-
ous interactions beyond the confines of their residential neighbor-
hoods [32]. With the rapid proliferation of smart mobile devices, the
ability to track people’s intricate movements in urban spaces has
emerged [35]. This has paved the way for a novel research avenue
aimed at quantifying and understanding the type of segregation
individuals actually experience in their daily movements [2, 7, 21],
including how it may change during disasters [4, 36] and scale
with city sizes [23]. Nevertheless, existing studies primarily focus
on static spatial distribution of demographic groups and physical
movement, overlooking the complex socioeconomic factors behind
the segregation phenomenon, such as cultural resonance and local
involvement. Thus, these works can only provide retrospective
measurement but have limited predictive power. In contrast, our
work establishes an LLM-based method to automatically extract
nuanced features from online reviews for experienced segregation
prediction.

3 Preliminary
3.1 Problem Formulation
Inspired by [21], we compute the proportion of visitors at POI 𝑖 by
each racial group𝑞, denoted as 𝜏𝑞𝑖 . We then quantify the segregation
at POI 𝑖 as the deviation of the visitor proportion 𝜏𝑞𝑖 from the city’s
residential proportion𝑇𝑞 (k is a constant that normalizes 𝑆𝑖 to range
between 0 and 1):

𝑆𝑖 = 𝑘
∑︁
𝑞

( |𝜏𝑖𝑞 −𝑇𝑞 |) . (1)

Our task can be formulated into a POI segregation prediction
problem. Given a set of POIs 𝐼 = {𝑖1, 𝑖2, ..., 𝑖𝑁 } along with their cor-
responding social media content 𝐶 = {𝑐1, 𝑐2, ..., 𝑐𝑁 } and the racial
composition of local population 𝑃 = {𝑝1, 𝑝2, ..., 𝑝𝑁 }, the objective is
to learn a function 𝑓 (𝑖, 𝑐, 𝑝) to minimize the discrepancy between
the predicted segregation and the real segregation 𝑆𝑖 :

𝑚𝑖𝑛 diff(𝑓 (𝑖, 𝑐, 𝑝), 𝑆𝑖 ) . (2)

3.2 Data
We use three datasets to obtain social media, demographic, and
mobility information. Social media and demographic data serve as
input features, while mobility data is used to calculate the ground
truth segregation at POIs, i.e., our prediction targets. We select cities
based on the sufficiency of available POIs within the overlapping
scope of the three datasets. As a result, we identify four cities for
analysis: Philadelphia (5,360 POIs), Tucson (2,703 POIs), Tampa
(2,222 POIs), and New Orleans (2,392 POIs).
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Figure 1: Overview of the reflective LLM coder. It consists of a reflective attributor that integrates multi-source review and
image signals and refines insights using real visitation patterns, and a code summarizer that consolidates these insights into a
structured, generalizable codebook capturing key factors shaping experienced segregation.

Demographic data. We obtain the demographics of census
block group (CBG) residents from the American Community Survey
5-year Estimates (ACS)1. A CBG is the smallest spatial unit with
available demographics, typically consisting of 600-3,000 residents.
We categorize CBG residents into five distinct groups: hispanic,
black, asian, white, and others, and calculate their respective ratios
by dividing the population of each group by the CBG population.

Social media data.We use the Yelp Open Dataset2 for social me-
dia data. For each POI, we obtain its name, location, stars, categories,
service attributes, and multi-modal user-generated content. The
category captures its business domain, such as “food” and “depart-
ment stores”. The attributes reflect its specific business traits, such
as price range, delivery options, and parking availability. The user-
generated content includes textual reviews and images uploaded
by visitors. Each POI is associated with at least 5 reviews.

Mobility data. To derive the ground truth of experienced segre-
gation, we utilize the Safegraph Patterns Dataset (accessed through
Advan)3. This dataset records monthly visits to each POI originating
from various CBGs. We aggregate one year’s visitation records to
construct a robust dataset with extensive observations. To address
the distinct POI indexing systems between Yelp and SafeGraph, we
match POIs by ensuring identical names and a location deviation
within 200 meters. In Appendix A, we show the variability of POI
features, highlighting the importance of our study.

We use demographic and mobility data from 2019 for temporal
consistency. To leverage historical POI information, we include
social media content from 2019 (16%) and the preceding eight years
(84%). Each review is timestamped, enabling LLM to reason about
the temporal relationship between the content and the current
analysis period.

4 Reflective LLM Coder
The vast volume of raw social media content creates a significant
cognitive barrier to revealing the encoded segregation experience.
Therefore, an effective approach is needed to process and extract
insights. Building on research demonstrating the consistency and
stability of LLM-based coding [6, 30], we design a reflective LLM
coder to generate an insightful codebook from a small set of POI

1https://www.census.gov/programs-surveys/acs/
2https://www.yelp.com/dataset
3https://www.deweydata.io/data-partners/advan

data, capturing the multi-faceted factors influencing segregation
and offering a structured framework for deeper analysis. As shown
in Figure 1, it contains two modules, reflective attributor and code
summarizer.

4.1 Reflective Attributor
We design a reflective attributor to identify factors influencing a
POI’s appeal to different groups. Specifically, we design a two-
step Chain-of-Thought (CoT) scheme [33] that guides an LLM to
integrate multiple perspectives from texts and images, forming a
reflection-driven process that refines insights based on real-world
feedback.

Multi-source insight generation. In this step, the LLM gen-
erates insights by integrating multiple sources of information: the
POI’s name, user-posted reviews, and images. It first evaluates the
name for potential cultural, racial, ethnic, or socioeconomic asso-
ciations that might influence the appeal to specific groups. Next,
it analyzes the reviews and images to identify key aspects like at-
mosphere, pricing, service quality, and cultural relevance. These
analyses are then synthesized into a concise set of insights, each
identifying factors that could attract or repel particular racial/ethnic
groups, ensuring comprehensive coverage without redundancy.

Reflection-guided insight refinement. Importantly, we intro-
duce real-world data to guide LLM’s reflections upon these insights.
We measure the difference between the demographic composition
of visitors to each POI and that of nearby residents, using it as a
ground-truth signal to identify which racial/ethnic groups it attracts
or repels. This signal guides the LLM in refining the existing in-
sights in an abductive manner, retaining only those consistent with
real-world evidence. This step not only enhances the relevance of
the insights, but also provides a grounded explanation for observed
visitation preferences.

Combining these two steps, the reflective attributor links POI
attributes with patterns in visitation behavior, offering a data-driven
understanding of segregation experiences.

4.2 Code Summarizer
The code summarizer module aggregates outputs from the reflective
attributor into a comprehensive and orthogonal codebook that
encapsulates the diverse factors influencing POI appeal. We design
another four-step CoT scheme to guide the LLM reasoning process.
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Table 1: Automatically constructed codebook. Each dimension represents a distinct driver of POI attractiveness or deterrence for
different demographic groups, forming the conceptual “bricks” underlying experienced segregation patterns. The explanations
summarize the thematic meaning of each code.
Index Name Detail

1 Cultural Resonance and Ap-
peal

Culturally themed offerings, such as Italian-American or South Indian cuisine, attract visitors seeking authentic or
familiar experiences, influencing visitation based on cultural representation and resonance.

2 Price Sensitivity and Eco-
nomic Accessibility

Moderate pricing, coupons, and cost-effective policies like BYOB appeal to budget-conscious visitors, impacting visitation
patterns based on affordability and economic considerations.

3 Service Quality and Customer
Experience

Professional and attentive service, despite occasional inconsistencies, attracts visitors valuing high service standards
and personal interactions, influencing demographics based on service expectations.

4 Atmosphere and Social Envi-
ronment

Lively, trendy, or family-friendly settings attract visitors prioritizing social and communal experiences, impacting
visitation based on social and family-oriented preferences.

5 Accessibility and Conve-
nience

Central locations, parking availability, and delivery services attract visitors prioritizing efficiency and accessibility,
influencing patterns based on transportation and convenience.

6 Visual and Aesthetic Appeal Modern, chic, and historically themed environments attract visitors who appreciate aesthetic and immersive experiences,
influencing demographics based on visual and cultural preferences.

7 Cultural and Social Inclusiv-
ity

Inclusive, diverse, and culturally sensitive environments attract a broad demographic by catering to varied identities
and preferences, influencing visitor composition based on inclusivity and cultural representation.

8 Product Variety and Quality Diverse and high-quality offerings, including visually appealing and culturally themed products, attract visitors priori-
tizing variety and quality, influencing visitation based on product expectations.

9 Community Engagement and
Local Involvement

Establishments with strong community ties and neighborhood vibes attract visitors valuing local engagement and
communal experiences, influencing demographics based on community integration and involvement.

Figure 2: Reasoning-and-Embedding (RE’EM) framework. RE’EM integrates three complementary channels (reasoning, embed-
ding, and population) with a neighbor-aware multi-view fusion to predict POIs’ experienced segregation.

Extraction. Taking the insights extracted by the reflective attrib-
utor, this step extracts phrases representing the analysis perspec-
tives for each insight. It ensures that previously-identified features
are captured for further refinement.

Semantic combination. This step combines insights with simi-
lar semantics to reduce redundancy, e.g., merging “Cultural Rele-
vance and Appeal” and “Inclusivity and Cultural Representation”
into a unified and coherent code.

Quality-based removal. This step filters out insights that are
less distinguishable or less generalizable. It ensures that the final
codebook focuses on the most relevant and impactful factors, re-
ducing the impact of noise.

Explanation refinement. Finally, this step refines the one-
sentence explanation for each code, highlighting broader, thematic
insights to ensure flexibility and interpretability across contexts
while preserving analytical rigor.

Trough the above coding process (formalized in Appendix B),
we obtain a codebook identifying 9 distinct “bricks” that form
the invisible walls, shown in Table 1. Each brick represents a
key aspect of the visitor experience, allowing a nuanced under-
standing of how places appeal to diverse racial demographics. For
example, Cultural Resonance and Appeal captures how culturally
themed offerings such as Italian-American cuisines attract visitors
seeking authentic experiences, while Price Sensitivity and Economic
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Accessibility captures the impact of affordability on visitation, with
moderate pricing and cost-effective policies like BYOB appealing
to budget-conscious visitors.

5 REasoning-and-EMbedding (RE’EM)
Framework

To effectively integrate different features for accurate segregation
prediction, we design a REasoning-and-EMbedding (RE’EM)
framework composed of four key components: a reasoning channel,
an embedding channel, a population channel, and a neighbor-aware
multi-view predictor, as shown in Figure 2.

5.1 Reasoning Channel
Weprompt an LLM to assess place attractiveness to different racial/ethnic
groups under the guidance of our codebook (Table 1). Specifically,
we instruct the LLM to simulate the perspective of each racial/ethnic
group, and rate the POI along the codebook-identified dimensions.
To unleash the LLM’s reasoning power, we design a two-step CoT
scheme.

Codebook-guided summary. For each POI 𝑖 , we denote its
associated social media content as 𝑐𝑖 , which includes the POI’s name,
review text, and images (if any). We instruct the LLM to analyze 𝑐𝑖
and generate a structured summary 𝑢𝑖 of the POI’s characteristics
along the 9 codebook-defined dimensions, focusing on features that
may attract or repel specific racial/ethnic groups.

Structured rating. Based on the summary𝑢𝑖 , we ask the LLM to
imagine itself as a member of each of the 5 racial/ethnic groups and
assign ratings to the POI across the 9 dimensions. Ratings range
from 0 (strong repulsion) to 10 (strong attraction), with 5 indicat-
ing neutrality. This process yields a 45-dimensional vector 𝑟𝑖 with
corresponding textual explanations 𝑒𝑖 , providing both quantitative
scores and qualitative insights into the POI’s social inclusiveness.

𝑟𝑖 , 𝑒𝑖 = LLM(𝑢𝑖 , codebook). (3)

To integrate the ratings into our predictive framework, we employ
a reasoning adapter consisting of a multi-layer perceptron (MLP). It
transforms the ratings into a vector representation 𝑣𝑟𝑖 :

𝑣𝑟𝑖 = ReasonAdapter(𝑟𝑖 ). (4)

5.2 Embedding Channel
The embedding channel extracts deep semantic representations 𝑣𝑒𝑖
from the review corpus associated with each POI 𝑖 . Due to the
token length constraints, we apply data augmentation, i.e., sam-
ple different subsets of 𝑐𝑖 for input to the embedding model. We
fine-tune an open-source text embedding model, GTE-base [17], to
enhance its capability of extracting higher-level representations
while preserving the pre-trained semantic knowledge. Although
both the reasoning and embedding channels take 𝑐𝑖 as input, they
extract complementary aspects: structured attribute reasoning in
the former, and holistic semantic embedding in the latter. The re-
sulting embedding is then passed through an embedding adapter
(MLP) to produce 𝑣𝑒𝑖 .

𝑣𝑒𝑖 = EmbeddingAdapter(GTE(𝑐𝑖 )). (5)

5.3 Population Channel
For each POI 𝑖 , we compute a 5-dimensional feature vector 𝑝𝑖 rep-
resenting the racial composition of the surrounding population.
Specifically, we identify all CBGs whose centroids fall within a
0.5km radius around the POI, and compute a population-weighted
average of their racial compositions. The resulting 𝑝𝑖 reflects the
static demographic context of the POI’s geographic location. We
apply a population adapter (another MLP) to transform 𝑝𝑖 into a
latent representation 𝑣𝑝

𝑖
for subsequent prediction.

𝑣
𝑝

𝑖
= PopulationAdapter(𝑝𝑖 ) . (6)

5.4 Neighbor-Aware Multi-View Predictor
This predictor primarily performs two key operations: neighbor
aggregation and multi-view fusion. For each POI 𝑖 , we identify its
five nearest neighbors in three separate spaces (views), respectively:
the reasoning space (based on similarity to 𝑟𝑖 ), the embedding space
(similarity to 𝑒𝑖 ), and the geographic space (physical proximity).
This forms three neighbor sets 𝑁 𝑟𝑖 = {𝑛𝑟1, ..., 𝑛𝑟5}, 𝑁 𝑒𝑖 = {𝑛𝑒1, ..., 𝑛𝑒5}
and 𝑁 𝑝

𝑖
= {𝑛𝑝1 , ..., 𝑛

𝑝

5 }. We use a graph attention network (GAT) for
each view to aggregate the features of the respective neighbor set,
producing neighbor-aware representations 𝑣𝑟𝑛𝑖 , 𝑣

𝑒
𝑛𝑖
, and 𝑣𝑝𝑛𝑖 :

𝑣∗𝑛𝑖 = GAT∗ (𝑣∗𝑖 , {𝑣∗𝑛 |𝑛 ∈ 𝑁 ∗𝑖 }) (7)
Finally, a fully connected fusion module integrates both the POI’s
representations 𝑣∗𝑖 and its neighrbors’ representations 𝑣∗𝑛𝑖 from all
three channels. This fusion process ultimately outputs the predicted
segregation 𝑆𝑖 :

𝑆𝑖 = Fuse(𝑣𝑟𝑖 , 𝑣𝑟𝑛𝑖 , 𝑣
𝑒
𝑖 , 𝑣

𝑒
𝑛𝑖
, 𝑣
𝑝

𝑖
, 𝑣
𝑝
𝑛𝑖 ) . (8)

6 User Study
We conduct a user study to evaluate the cognitive gain to humans
provided by our generated codebook. We recruit participants via
snowball sampling among graduate students and researchers with
hands-on experience or sufficient knowledge in social media stud-
ies: approximately 17.3% from urban planning, 24% from social
science, and 58.7% from data mining. To ensure that participants
fully understood the survey tasks, we provided clear explanations
of the geographic and racial concepts required for the study. Our
questionnaire can be accessed 4.

We randomly sample four POIs whose visitor demographics
significantly differ from local residents. For each POI, we gener-
ate review summaries using a vanilla method (directly prompting
LLMs without the codebook) and our codebook-guided method (see
Appendix Figure 6). Participants answer four questions per POI,
progressively incorporating different levels of contextual informa-
tion. (1) Baseline estimation: Participants predict whether each
racial group is over- or underrepresented at the POI based solely
on its basic attributes (e.g., name, category, and service details).
(2) Review-informed prediction: Participants reassess their esti-
mates after being provided with a random sample of user reviews.
(3) Summary-enhanced prediction: Participants make a final
prediction after reviewing a summary of the user reviews. (4) Sum-
mary preference evaluation: Participants determine whether
4https://drive.google.com/file/d/1-NIjIPiVi_m_ONBFruYYuh4nvyhe4PF-
/view?usp=sharing

https://drive.google.com/file/d/1-NIjIPiVi_m_ONBFruYYuh4nvyhe4PF-/view?usp=sharing
https://drive.google.com/file/d/1-NIjIPiVi_m_ONBFruYYuh4nvyhe4PF-/view?usp=sharing
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Table 2: Segregation prediction performances across different method. Compared with population-only and embedding
baselines, RE’EM achieves significant improvements across MSE, RMSE, MAE, and R2.

Model MSE↓ Improv. RMSE↓ Improv. MAE↓ Improv. R2↑ Improv.
Population 0.0075±0.0002 —— 0.0864±0.0012 —— 0.0683±0.0013 —— 0.3164±0.0204 ——

GTE 0.0073±0.0002 2.67% (p=0.7623) 0.0855±0.0011 1.04% (p=0.7887) 0.0685±0.0010 -0.29% (p=0.9713) 0.3249±0.0151 2.69% (p=0.8905)
BERT 0.0072±0.0002 4.00% (p=0.0147) 0.0846±0.0011 2.08% (p=0.0181) 0.0680±0.0010 0.44% (p=0.3708) 0.3394±0.0176 6.78%(p=0.0549)
GloVE 0.0072±0.0002 4.00% (p=0.0242) 0.0848±0.0011 1.85% (p=0.0290) 0.0685±0.0008 -0.29% (p=0.6118) 0.3357±0.0140 5.75% (p=0.0776)

Qwen3-Embedding-8B 0.0072±0.0002 4.00% (p=0.0196) 0.0848±0.0011 1.85% (p=0.0292) 0.0683±0.0009 0.00% (p=0.4789) 0.3349±0.0181 5.85% (p=0.0812)
RE‘EM 0.0068±0.0003 9.33% (p=0.0080) 0.0823±0.0021 4.75% (p=0.0071) 0.0662±0.0021 3.07% (p=0.0597) 0.3885±0.0278 22.79% (p=0.0022)

Figure 3: Human prediction accuracy with different infor-
mation availability. Accuracy remains near random (50%)
when only POImetadata (Baseline Estimation) or raw reviews
(Review-informed Prediction) are available, but increases
substantially once participants receive codebook-guided LLM
summaries (Summary-enhanced Prediction), demonstrating
the cognitive benefit of structured review distillation.

Figure 4: User preference between codebook-guided sum-
mary and vanilla summary. Across all sampled POIs, a strong
majority of participants favor codebook-guided summaries,
indicating that structured summaries better support human
understanding of POI inclusiveness.

the codebook-guided summary or the vanilla summary is more
informative.

Figure 3 presents the human prediction accuracies with differ-
ent information availability. When relying solely on basic POI at-
tributes, accuracy fluctuates around 50%, indicating that visitor
preferences cannot be reliably inferred from POI metadata alone.
Moreover, introducing randomly sampled user reviews does not
lead to a notable improvement in prediction accuracy. This is likely
due to the sparsity and unstructured nature of raw review data,

which can be difficult to process and may even mislead human judg-
ment. In contrast, providing participants with the review summary
consistently enhances prediction accuracy across all sampled POIs.
This result underscores the effectiveness of the codebook-guided
summarization, which condenses extensive social media content
into concise yet highly informative text snippets, enhancing human
understanding of POIs’ social inclusiveness.

Figure 4 presents the results of the summary preference evalua-
tion. Across all sampled POIs, 60%-80% of participants prefer the
codebook-guided summary over the vanilla one, with an average
improvement of 40%, showing that our approach more effectively
distills useful information to support human judgment. As Appen-
dix E illustrates, the codebook-guided summaries capture nuanced
insights on the potential deterrants for certain minority groups,
which are often absent or less explicit without codebook guidance.

7 Prediction Experiments
7.1 Experiment Settings
We compare our model against five baselines. The first baseline is an
MLP making use of only the population information. The other four
baselines process the social media content with a frozen pre-trained
text embedding model, and fuse it with population information. We
adopt four widely-used powerful embeddingmodels: GTE-base [17],
BERT-base [9], GloVE-330B [25] and Qwen3-Embedding-8B [38].
The structures of the population and embedding MLPs are identi-
cal to those in our model. We use four metrics to evaluate model
performances: mean squared error (MSE), root mean squared error
(RMSE), mean absolute error (MAE), and coefficient of determina-
tion (R2).

We employ GPT-4o for reflective coding on a small subset (n=190)
of POIs, and GPT-4o-mini for codebook-guided reasoning on all
POIs for economic considerations. All models are trained using
the Adam optimizer to minimize the MSE loss, with hyperparam-
eters (e.g., learning rate, weight decay) tuned based on validation
performances. POIs in each city are randomly split into training,
validation, and test sets with a ratio of 6:2:2. For further implemen-
tation details, please refer to Appendix C and our released code5. All
LLM prompts used in this work are also provided in the repository.

7.2 Experiment Results
Table 2 presents the performances of our RE’EM model alongside
four baselines, with results reported as the mean and standard de-
viation over five repetitions on 50% randomly sampled test sets. A
key insight is that all models incorporating social media data

5https://anonymous.4open.science/r/REEM-73DB/
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Table 3: Ablation study of RE’EM components. Using a single channel (row 1-3) or removing the codebook (row 4) leads to
performance degradation. The full model consistently achieves the best results, highlighting the complementary contributions
of reasoning, embedding, and population features.

Model MSE↓ RMSE↓ MAE↓ R2↑

Population 0.0075±0.0002 0.0864±0.0012 0.0683±0.0013 0.3164±0.0204
Embedding 0.0096±0.0002 0.0980±0.0011 0.0814±0.0008 0.1118±0.0052
Rating 0.0104±0.0003 0.1021±0.0013 0.0837±0.0010 0.0384±0.0117

w/o Codebook 0.0072±0.0002 0.0849±0.0016 0.0685±0.0018 0.3499±0.0219
Full Model 0.0068±0.0002 0.0823±0.0021 0.0662±0.0021 0.3885±0.0278

Table 4: Cross-city generalization performances using codebook derived from Philadelphia. RE’EM outperforms all baselines
across Tucson, Tampa, and New Orleans, demonstrating strong transferability.

City POI Num Model MSE↓ RMSE↓ MAE↓ R2↑

Tucson 2,221

GTE 0.0048±0.0001 0.0692±0.0011 0.0565±0.0009 0.2117±0.0134
BERT 0.0049±0.0002 0.0698±0.0012 0.0572±0.0011 0.1983±0.0165
GloVE 0.0047±0.0002 0.0684±0.0011 0.0560±0.0011 0.2287±0.0175

Qwen3-Embedding-8B 0.0042±0.0001 0.0645±0.0012 0.0532±0.0010 0.3147±0.0244
RE’EM 0.0039±0.0001 0.0625±0.0009 0.0506±0.0011 0.3744±0.0290

Tampa 2,703

GTE 0.0049±0.0003 0.0697±0.0018 0.0578±0.0018 0.2905±0.0300
BERT 0.0052±0.0002 0.0719±0.0016 0.0594±0.0016 0.2455±0.0255
GloVE 0.0049±0.0002 0.0704±0.0015 0.0582±0.0016 0.2762±0.0268

Qwen3-Embedding-8B 0.0049±0.0002 0.0702±0.0017 0.0581±0.0017 0.2800±0.0240
RE’EM 0.0044±0.0002 0.0668±0.0014 0.0525±0.0017 0.3499±0.0224

New Orleans 2,391

GTE 0.0100±0.0006 0.1002±0.0028 0.0814±0.0029 0.1958±0.0135
BERT 0.0110±0.0006 0.1051±0.0029 0.0858±0.0030 0.1154±0.0101
GloVE 0.0099±0.0006 0.0996±0.0029 0.0804±0.0029 0.2045±0.0209

Qwen3-Embedding-8B 0.0103±0.0005 0.1013±0.0028 0.0827±0.0029 0.1771±0.0106
RE’EM 0.0087±0.0005 0.0929±0.0028 0.0745±0.0024 0.2781±0.0424

outperform the population-only baseline. This result under-
scores the predictive power of social media content, which provides
crucial insights beyond static population distributions. It supports
our hypothesis that segregation patterns are shaped not only by
demographic distributions but also by the social and cultural per-
ceptions reinforcing the “invisible walls” in cities. Further, RE’EM
consistently and significantly surpasses all embedding-based
baselines. It achieves a 9.33%, 4.75%, and 3.07% improvement in
MSE, RMSE, and MAE, respectively, over the population-only base-
line. R2 increases to 0.3885, marking a substantial 22.79% improve-
ment. These results indicate that while social media data encapsu-
lates rich and valuable information, a naive embedding strategy
is insufficient to fully capture the interplay between population
distribution, POI attributes, and visitor dynamics. In contrast, the
structured multi-view approach of RE’EM effectively integrates
heterogeneous information sources, enabling accurate predictions
of segregation. We provide further analyses in Appendix D, show-
ing that RE’EM remains stable across different base LLMs, and
direct LLM prompting performs substantially worse than RE‘EM
architecture.

To validate our design of different model components, we per-
form an ablation study. As Table 3 shows, each channel (reason-
ing, embedding, population) exhibits certain predictive capabilities,
but none achieves optimal performance. Without the codebook,

relying solely on vanilla LLM rating yields markedly worse per-
formance. The full RE’EM model, which strategically combines all
three channels and leverages the codebook for structured reason-
ing, consistently delivers superior results. Thus, the integration of
multi-view signals enables complementary information flow, al-
lowing the model to refine its predictions beyond what any single
feature source can achieve.

To assess the generalization capability across cities, we use the
codebook obtained in Philadelphia to train models in the other
three cities. As shown in Table 4, RE’EM consistently achieves the
best performance in all three cities along all metrics. Compared to
the strongest baseline, RE’EM achieves substantial improvements,
with MSE reduced by as much as 12.12%, MAE reduced by as much
as 9.17% and R2 increasing by as much as 35.99%. These findings
indicate that RE’EM, and specifically, our constructed codebook,
captures fundamental segregation mechanisms that extend beyond
city-specific characteristics, making it a promising tool across di-
verse geographic and socio-economic settings.

8 Discussion
Our work highlights the transformative potential of LLMs in un-
covering segregation experiences encoded in social media content.
By revealing the nuanced and often invisible barriers that shape
social interactions from online reviews, our work exemplifies the
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ethical and socially beneficial application of AI, demonstrating how
advanced technologies can be harnessed to foster inclusivity and
promote more equitable urban environments. Policymakers, urban
planners, and community leaders can leverage these insights to bet-
ter understand and address patterns of social exclusion, ultimately
working toward the development of more cohesive and diverse
communities.

From a technical perspective, our framework advances the ap-
plication of LLMs in tackling complex societal challenges. With
reflective coding and integration of LLMs’ reasoning and embed-
ding capabilities, our framework not only significantly improves
prediction accuracy but extends beyond conventional predictive
tasks to offer explanations and actionable insights. Furthermore,
our work demonstrates how prompt-guided analytical processes
can mitigate biases and hallucinations, paving the way for more
reliable and socially responsible AI applications.

Our work has several limitations. Despite rigorous efforts to filter
POIs with adequate review coverage, inherent imbalances in de-
mographic representation across social media platforms may skew
corpus distributions. While our work demonstrates the overall ef-
fectiveness of using social media data to predict segregation, future
work could further explore how and to what extent these data bi-
ases impact prediction accuracy across different POIs. Besides, our
analysis does not account for temporal variations in segregation,
such as those driven by POI updates, policy shifts, or acute events
like pandemics and economic crises. Future work could integrate
temporal modeling to capture these dynamics.

9 Conclusion
In this paper, we pioneer the use of social media data to predict ex-
perienced segregation, designing a reflective LLM coder to generate
insightful summaries and a REasoning-and-EMbedding (RE’EM)
framework to integrate reasoning and embedding for accurate pre-
dictions. Our approach is validated through a qualitative user study
and quantitative experiments, demonstrating its effectiveness in
producing human-comprehensible review summaries and reliable
segregation predictions. This work not only advances the under-
standing of experienced segregation but also provides a foundation
for leveraging social media data to address broader societal chal-
lenges, such as fostering inclusivity and mitigating social inequali-
ties.

10 Ethics Statement
All datasets in this study were sourced from publicly available
or academically licensed repositories, with privacy protections in
place. The review data was obtained from the Yelp Open Dataset
under its Data Licensing agreement. The data was collected un-
der users’ consent and fully anonymized. The Safegraph mobility
data is currently accessible through the Dewey Data platform6 for
academic purposes. This data was aggregated to the CBG level by
month and processed with differential privacy techniques to safe-
guard against individual identity leakage. The ACS demographic
data is publicly available7. As such, no Institutional Review Board
(IRB) approval was required by the authors’ institutions.

6https://www.deweydata.io/
7https://www.census.gov/programs-surveys/acs/
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A Variability of POI features
Taking Philadelphia as an example, Figure 5 illustrates the distri-
butions of the variations for POI features within a single CBG,
including stars, prices, income segregation, and racial segregation.
We can observe that POIs exhibit considerable variability even
when examined within the CBG locality, which underscores the
significance of our study.

Figure 5: The Coefficient of Variation distributions for POIs
features within the same CBG highlight considerable vari-
ability among POIs. Figures a-c demonstrate the distributions
of stars, price range, and racial segregation, respectively.

B Reflective Coding Algorithm
We formalize the process of reflective coding in Algorithm 1.

C Implementation Details
To obtain a representative subset for the coding process, we cat-
egorize all POIs into 36 types base on different combinations of
visitor-residential composition gaps (e.g., higher black and asian
ratios with lower white, hispanic, and other ratios) and perform
stratified sampling within each type to ensure diversity.

For the reasoning channel, we train an MLP with hidden dimen-
sions of 512, 128, and 64, removing the output layer to form the
Rating Adapter. For the embedding channel, we fine-tune the last
two layers of the pre-trained GTE-base model and extend it with
three fully connected layers (512, 256, 128) to form the Embedding
Adapter. For the population channel, we train an MLP with dimen-
sions of 100, 30, and 10, extracting the weights of the first two layers
to form the Population Adapter. For the neighbor-aware multi-view
predictor, we adopt Graph Attention Networks (GATs) [31] as the
neighbor aggregators. The Reasoning GAT maps feature from 64
to 128, the Embedding GAT maintains a 128 to 128 mapping, and
the Population GAT maintains a 30 to 30 mapping. The multi-view
fusion module comprises three fully connected layers with dimen-
sions 512, 128, and 64. During training, we first optimize the three
Adapters, then freeze them before training the predictor.

Algorithm 1 Reflective Coding Algorithm
Require: Set of POIs I with for each POI 𝑖 ∈ I:

- Social media content 𝑐𝑖 = (N𝑖 , {review𝑘 , image𝑘 }
𝑚𝑖

𝑘=1)
- Observed visitor composition 𝝉 𝑖 = [𝜏𝑖𝑞]𝑄𝑞=1 (Q racial

groups)
- Local residential composition p𝑖 = [𝑝𝑖𝑞]𝑄𝑞=1

Ensure: Codebook B = {(𝑑 𝑗 , 𝑒 𝑗 )}𝑀𝑗=1 with dimensions 𝑑 𝑗 and ex-
planations 𝑒 𝑗

1: // Phase 1: Reflective Attributor
2: Initialize insight set L ← ∅
3: for each POI 𝑖 ∈ I do
4: // Multi-source insight generation
5: Lname

𝑖 ← LLManalyze (N𝑖 ) ⊲ Extract name signals
6: Ltext

𝑖 ← LLManalyze ({review𝑘 }) ⊲ Analyze textual reviews
7: Limg

𝑖
← LLManalyze ({image𝑘 }) ⊲ Analyze visual content

8: Lsum
𝑖 ← LLMsynthesize (Lname

𝑖 ,Ltext
𝑖 ,Limg

𝑖
)

9: // Reflection-guided refinement via abductive reason-
ing

10: Δ𝝉 𝑖 ← 𝝉 𝑖 − p𝑖 ⊲ Compute demographic discrepancy
11: Lrefined

𝑖 ← LLMreflect (Lsum
𝑖 ,Δ𝝉 𝑖 )

12: L[𝑖] ← Lrefined
𝑖

13: end for
14: // Phase 2: Code Summarizer
15: Partition L into 𝐾 stratified subsets: {L (𝑘 )sub }

𝐾
𝑘=1

16: Initialize codebook B ← ∅
17: for each subset Lsub do
18: // Extract candidate codes
19: Csub ← ∅
20: for each insight ℓ ∈ Lsub do
21: (𝑐, 𝑒) ← LLMextract (ℓ)
22: Csub ← Csub ∪ {(𝑐, 𝑒)}
23: end for
24: // Iterative refinement on combined set
25: B ← B ∪ Csub ⊲ Merge candidates with existing codebook
26: B ← LLMsemantic (B) ⊲ LLM merges redundant dimensions
27: B ← LLMquality (B) ⊲ LLM filters low-generalizability

codes
28: B ← LLMrefine (B) ⊲ LLM generates thematic descriptions
29: end for
30: return B

We conduct a compact grid search on the Philadelphia dataset,
exploring learning rates in [5 × 10−6, 5 × 10−3], weight decays
in [10−5, 5 × 10−4], early-stopping patience between 10 and 25.
The width of every MLP hidden layer is tuned by doubling or
halving around the final choices (approximately 64–512 units). The
configuration achieving the lowest validation MSE is selected and
is released as the default value in our open-source code.

All experiments run on a Linux server with an Intel Xeon Plat-
inum 8358 CPU, 4×RTX 4090 and 2×RTX 3090 GPUs (CUDA 12.4),
and 503 GB RAM.
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Table 5: Evaluation of different base LLMs in the RE’EM framework. Replacing GPT-4o-mini with other SOTA LLMs yields
nearly identical results, showing that RE’EM is robust to the choice of base model.

Base LLM MSE↓ RMSE↓ MAE↓ R2↑

GPT-4o-mini 0.0068±0.0003 0.0823±0.0021 0.0662±0.0021 0.3885±0.0278
Qwen-plus 0.0068±0.0003 0.0822±0.0021 0.0661±0.0021 0.3905±0.0289
Llama4-scout 0.0068±0.0004 0.0823±0.0022 0.0660±0.0021 0.3896±0.0305

DeepSeek-v3.2-exp 0.0068±0.0004 0.0823±0.0022 0.0662±0.0021 0.3883±0.0301

Table 6: Comparison with direct LLM prompting baseline. Removing RE’EM pipeline leads to severe performance degradation,
confirming the necessity of RE’EM.

Model MSE↓ RMSE↓ MAE↓ R2↑

Qwen-plus 0.1281±0.0039 0.3579±0.0054 0.3202±0.0068 -10.7420±0.4472
Llama4-scout 0.0586±0.0020 0.2420±0.0043 0.1916±0.0042 -4.3700±0.2091

DeepSeek-v3.2-exp 0.0689±0.0022 0.2625±0.0042 0.2127±0.0030 -5.3191±0.2724
RE’EM 0.0068±0.0003 0.0823±0.0021 0.0662±0.0021 0.3885±0.0278

Figure 6: Case study comparing the vanilla summary and codebook-guided summary for the same venue. The codebook-guided
summary captures more nuanced factors influencing demographic appeal, which are absent in the vanilla summary, illustrating
the interpretability and analytical advantage of structured reasoning.

D Additional Evaluation on Different LLMs
To further examine whether RE’EM depends on a particular lan-
guage model, we conduct two additional evaluations involving both
open- and closed-source state-of-the-art LLMs. First, we replace
the base model (GPT-4o-mini) used in the reasoning channel with
three strong alternatives: Qwen-plus [37], Llama4-scout [1], and
DeepSeek-v3.2-exp [8], keeping all other components unchanged.
As shown in Table 5, the performance across all metrics remains
nearly identical, indicating that RE’EM is highly robust to the choice
of the base LLM.

Second, we assess whether the performance gain comes from
the RE’EM architecture rather than the inherent ability of LLMs.
We directly prompt the same LLMs to predict segregation from
social media content and population distribution, removing the

RE’EM pipeline. Table 6 shows a dramatic drop in performance for
all models, confirming that naive LLM prompting is insufficient
and that the structured multi-channel design of RE’EM is essential
for reliable quantitative prediction.

E Case study
In Figure 6, we present a case study to compare the original reviews,
the vanilla method-generated summary, and our codebook-guided
summary.
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