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ABSTRACT

As the volume of mobile traffic has been growing quick-
ly in recent years, reducing the congestion of mobile net-
works has become an important problem of networking re-
search. Researchers found out that the inhomogeneity in the
spatio-temporal distribution of the data traffic leads to ex-
tremely insufficient utilization of network resources. Thus, it
is important to fundamentally understand this distribution
to help us make better resource planning or introduce new
management tools such as time-dependent pricing to reduce
the congestion. However, due to the requirement of a large
dataset, a detailed, radical and credible network-wide study
for the spatio-temporal distribution of mobile traffic is still
lacking.

In this work, we conduct such a measurement study. Base
on a large-scale data set obtained from 380,000 base station-
s in Shanghai spanning over one month, we quantitatively
characterize the spatio-temporal distribution of mobile traf-
fic and present a detailed visualized analysis. Furthermore,
on the basis of quantitative analysis, we find that the mobile
traffic loads uniformly follow a trimodal distribution, which
is the combination of compound-exponential, power-law and
exponential distributions, in terms of both spatial and tem-
poral dimension. Extensive results show that our model is
with accuracy over 99%, which provides fundamental and
credible guidelines for the practical solutions of the issues in
mobile traffic operations.

Categories and Subject Descriptors

C.2.0 [Computer Communication Networks]: General—
Data communications; C.4 [Performance of Systems]:
Modeling techniques
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1. INTRODUCTION

With the popularity of smart devices and various band-
width-hungry applications, the mobile data traffic has been
growing rapidly in recent years. Global mobile data traffic is
predicted to increase nearly tenfold between 2014 and 2019,
reaching 24.3 exabytes per month by 2019. In addition, the
dominant traffic in wireless networks has been shifting from
voice to mobile video, of which the traffic exceeded 50 per-
cent of total mobile data traffic in 2012, and is predicted to
account for nearly three-fourths of the world’s total mobile
data traffic by 2019 [1]. This explosive growth in bandwidth
demand is now forcing network operators to search for solu-
tions to mitigate the network congestion.

Mobile operators have tried every possible solution to keep
up with the traffic demand by acquiring additional spec-
trum, deploying WiF1i hotspots, and adopting new technolo-
gies such as fourth-generation (4G) Long Term Evolution
(LTE) and femtocells, but these approaches are still insuf-
ficient for today’s challenges of network congestion [5]. Re-
searchers found out that due to highly dynamic behavior
of human activity, the traffic usages are inhomogeneous in
terms of both spatial and temporal dimension. For exam-
ple, Michalopoulou et al. [4] studied GSM cellular network
in Berlin, and showed that Erlang based traffic loads were
heavier in the city center and there existed a potential spa-
tial differentiation between business and non-working hours.
In the city center or during peak time, the mobile network
is seriously congested, while in other space and time, the
network resources are insufficiently used. Thus, this inho-
mogeneous traffic usages are one of the key factors that lead
to the serious congestion problem.

In addition, a number of approaches have tried to make
better resource planning with the assumption of the inho-
mogeneity character of mobile data traffic. Sen et al. [5]
focused on using the time-dependent pricing as a conges-
tion management tool, where the service providers made
discounts during off-peak period to incentivize users to time-
shift their data demand from the peak to off-peak period-
s. Peng et al. [7] proposed a profile-based approach, which
leveraged temporal-spatial traffic diversity and node deploy-
ment heterogeneity, and powered off under-utilized base s-
tations under light traffic. All these approaches depend on a
fundamental and credible model of the mobile traffic distri-
bution. For this purpose, analyzing and characterizing the
properties of the mobile traffic are indeed crucial.

There are few systematic measurement studies of both s-
patial and temporal distribution of mobile traffic. Lee et al.
[2] focused on analyzing spatial traffic distributions from the
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Figure 1: The temporal distribution of normalized traffic profile at different time scales (overall traffic).

traffic measurements in commercial cellular networks and
proposed a spatial traffic model. However, this model is not
accurate enough since the cell traffic was modelled to follow
approximately a gamma or Weibull distribution, which can-
not character its tail distribution. Laner et al. [6] provided
an analysis of mean cell load over daytime from a live High
Speed Packet Access (HSPA) network. However, their main
goal is to construct statistical models for HSDPA data traf-
fic in one single cell. Data traffic in different cells as well as
the spatial distributions are ignored. Thus, the spatial and
temporal distributions should be also combined to obtain a
traffic model with more accuracy and credibility. Moreover,
the analysis should be based on a data set of which the scale
is large enough.

In this work, we focus on characterizing this inhomogene-
ity based on a large-scale and long-time data set, which is
collected from the commercial cellular networks with 380,000
base stations in Shanghai spanning over a month. By car-
rying out a thorough analysis on this dataset, we quantita-
tively characterize the spatio-temporal distribution of mo-
bile traffic and present a detailed visualized analysis. On
the basis of quantitative analysis, we show that the total
traffic loads per base station at different scales of time as
well as the traffic loads per 10 minutes of one base station
at different places can be approximated by a trimodal distri-
bution, which is the combination of compound-exponential,
power-law and exponential distributions. Extensive results
show that our model is highly accurate: the average adjust-
ed R-square statistics between the empirical curves and our
model are over 99% at different scales of time and space.
Thus, it provides fundamental and credible guidelines for
the practical solutions of the issues in mobile traffic oper-
ations, such as reducing congestion and improving energy
efficiency.

The rest of the paper is organized as follows. In Section 2,
we quantitatively characterize the spatio-temporal distribu-
tion of mobile traffic, and present a detailed visualized anal-
ysis of it. In Section 3, we show that the mobile traffic
loads follow a trimodal distribution, which is the combina-
tion of compound-exponential, power-law and exponential
distributions, in terms of both spatial and temporal dimen-
sion. After presenting related works in Section 4, we draw
our conclusion in Section 5.
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2. VISUALIZED ANALYSIS OF SPATIO-T-
EMPORAL TRAFFIC DISTRIBUTION

The data set we investigated is collected from the cellular
networks of Shanghai by one of the major operators during
August 1 to August 31, 2014. Each entry in the data set
is corresponding to a continuous data communication, of
which the device’s ID (anonymized), starting and ending
time, base station (BS) ID, BS location and traffic volume
are recorded. There are about 1.96 billion entries in our data
set, involving over 380,000 BSs.The total volume of traffic
recorded in the data set is over 2.8 PB, with over 92 TB
per day and 7 GB per BS on average. Thus, this large-scale
and fine-grained data set guarantees the credibility of the
obtained results.

2.1 Temporal Distribution

We start with analyzing the temporal distribution of traf-
fic of each BS in the network. Based on the above introduced
massive data set, a preprocessing procedure is conducted to
sort the traffic records by time and BS ID, and compute the
data traffic according to the usage during a certain period
within same BS. Since the duration of one continuous data
communication varies from several minutes to several hours,
we assume the traffic follows a uniform distribution in the
interval and divide each duration into several ten-minute
intervals with equivalent traffic, in which intervals shorter
than ten minutes are approximately regarded as ten-minute
intervals. In addition, we assume the start time of each in-
terval is located at specific moments, which are just 10, 20,
30, 40 or 50 minutes away from the whole point of time.
Thus, by this classification and summation, we obtain the
traffic load of each BS with the minimum scale of 10 minutes
for the whole 31 days.

Fig. 1 shows the aggregate traffic load of the entire net-
work at different time scales, where Fig. 1(a) shows the dis-
tribution of the aggregate traffic load for one day period,
t.e., Aug. 7th (Thursday), 2015. Fig. 1(b) shows the distri-
bution for seven day period, i.e., from Aug. 3th (Sunday)
to Aug. 9th, 2015. The volume of traffic is normalized by
the maximum volume of traffic per unit time all over the
month. From the results, we can observe that the aggregate
network load exhibits a stable periodic behavior tightly cou-
pled with the sleep schedule of humans. Overall, the traffic
load is relatively high during the day and is lowest during
midnight. There are two peak during the whole day: one is
at about 12PM and the other is at about 10PM, which are
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Figure 2: The two-dimensional and three-dimensional view of the spatial distribution of normalized square

root of traffic density.

just the lunch time and bedtime of most people, respectively.
This indicates that most people trend to consume the data
heavily after they have lunch or on bed before they sleep.

Fig. 1(c) shows the daily traffic load of the entire network
in the scale of weeks, i.e., from Aug. 3th to Aug. 31th, 2015.
The traffic load variations during each day is ignored, while
its normalized total volume is plotted. Though not as much
obvious as the periodicity of one day shown in Fig. 1(b),
the daily traffic load exhibits a week periodic behavior. For
example, the traffic load in weekends, such as August 2 and
August 3, is obviously less than the traffic load in week-
days, which is resulted from the work schedule of humans.
However, traffic loads during weekdays seem more irregu-
lar. Overall, there exist inhomogeneous traffic usages at all
different scales of time.

2.2 Spatial Distribution

In this section, we turn our attention to the spatial dis-
tribution of the mobile traffic. To characterize the spatial
distribution, we first convert geographical names of the BS
location to longitudes and latitudes through APIs provided
by map service like Baidu. Then, we compute the traffic
density, which is defined as the traffic demand per unit area
(set to be 1 km? by default). We add up the traffic volume of
BSs which are located at the same unit area, and obtain the
spatial distribution of traffic. Since the peak in the center
of the city is too high, traffic density at other place almost
cannot be observed in the same figure with linear coordi-
nate. Thus, we use the square root of the traffic density to
represent its heaviness.

The two-dimensional and three-dimensional view of the
spatial distribution of normalized square root of traffic den-
sity are shown in Fig. 2(a) and (b), respectively. From the
results, it can be observed that the coverage area of mo-
bile traffic just outlines the city of Shanghai. Different color
depth means different traffic density of each area, of which
the corresponding relation can be obtained in the colorbar
of Fig. 2(b). In addition, the peaks of traffic, which in some
way show the main concentrated areas of people, such as
residential zone or central business district (CBD), spread
over the city. There is an outstanding peak in the center
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Figure 3: The spatial distribution of mobile traffic
profile at different time.

of the city with many relatively low peaks all over the city,
which indicates the extremely inhomogeneous traffic usages
in terms of space.

2.3 Spatio-Temporal Distribution

In this section, we analyze the characters of mobile traffic
by combining the spatial and temporal distribution. Specif-
ically, we first investigate the spatial distribution of mobile
traffic profile at different time, and then we focus on the
temporal distribution of mobile traffic at different places.

By statistics analysis, we find that the traffic density of
the aggregate traffic load of different days do not change ob-
viously. However, the traffic density of different hours varies
significantly. Thus, we plot the three-dimensional view of
the traffic density of different time in one day in Fig. 3. The
corresponding time is 4AM, 10AM, 4PM and 10PM, respec-
tively. From the results, we observe that the highest peak
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(a) The temporal distribution of mobile traffic pro-
file at different places.

Base Station Avg | Var/Avg®
Subway Station | 0.0731 0.9044
2.3988 0.2445
Residential Zone | 1.0000 0.7657

(b) The average and variance of traffic distribution of BSs
at different places.

Figure 4: The temporal distribution and related
characteristic parameters of mobile traffic profile at
different places.

of traffic density in the city center remains unmoved all over
the day. When at 4AM, most areas of the city are covered
with relatively dark color, indicating that the traffic demand
is small as most people are sleeping and their devices are i-
nactive. Meanwhile, at 10PM, which is the moment with
the largest traffic demand according to result obtained from
Fig. 1(a), most areas of the city are covered with relative-
ly light color, indicating that the traffic demand is large as
most people and their devices are active. Then, the lightness
of color shows a downtrend at 4PM and 10PM, which again
agrees with the results from Fig. 1(a). Overall, there is a
huge difference between the traffic density of these different
hours, reflecting the extremely inhomogeneous traffic usages
in terms of time.

Then, to analyze the characters of traffic demand in areas
with different functions, the traffic of BSs in three typical
areas (central business district (CBD), residential zone and
subway station) is shown in Fig. 4. The types of BS are not
limited to those mentioned above, which requires further s-
tudy and research. In this paper, we only present the traffic
profile of the most typical three kinds of BSs. As we can
observe from Fig. 4(a), the traffic demand of BS near sub-
way station tends to reach peak point near 8AM and 6PM,
which indicate rush hours when people surge to office build-
ings from their home or in turn, while those BSs near CBD
tend to have only one peak near 1PM each day. Meanwhile,
the traffic demand of BS near residential zone tends to have
only one peak near 8PM, which is the wake-up time of most
people, and it shows a sustained downward since peak at
8PM. However, after 6PM, which is the quitting time of
most people, the traffic demand of BS near residential zone
turns to showing an uptrend, while the traffic demand of BS
near CBD shows a sharp downtrend, indicating the popula-
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Figure 5: The CCDF of each BS traffic for one
day(Aug. 1st, 2014) in a log-log plot and fitting of
the model(red) to the empirical data(black), where
the red curve is separated into 3 parts by 2 boundary
point, t& = 2 x 10" and t¢ = 7 x 10°*. The upper in-
set displays the power law part of CCDF in log-log
scale. The lower inset shows the exponential tails
of CCDF in the linear-log plot. The straight lines
are the power law and exponential fitting functions,
which are correspondingly shown by the second and
third red part in the main figure. We also show that
the empirical data in [1, ] can be well approximated
by the first function in (1).

tion flow from CBD to residential zone. Then, their average
and quotient of their variance and the square of the average
are presented in Fig. 4(b), where the average traffic volume
of BS near residential zone is taken as the baseline. We
can observe that the traffic of BS near CBD has the largest
mean value and smallest variation, while that near subway
station has the smallest mean value and largest variation in
contrast. Though the traffic loads of these BSs all exhibit
strong inhomogeneity in terms of temporal dimension, their
characters in terms of spatial dimension are very differen-
t. Thus, it is important to analyze them by combining the
spatial and temporal distribution.

Figure 6: (a) and (b) are the CCDFs of each BS
traffic for one week(Aug. 1st to 7th, 2014) and one
month(Aug. 2014), respectively, in a log-log plot.



Table 1: The evaluation of trimodal distribution.
(a) The approximated exponents in fitting functions.

exponent | Spatial Distribution = Temporal Distribution
(Fig 5) (Fig 7)
a (8.674+0.02) x 107 (6.50 & 0.67) x 10!
B (4.58 £0.01) x 10~%  (2.07 £ 0.03) x 102
€ 1.77 +0.01 (7.95+0.57) x 10~1
7 (6.59+0.01) x 10! 3.37 4 0.03
v (8.124£0.01) x 10711 (6.38£0.03) x 10~3

(b) The adjusted R-square statistics of the compound,

power law and exponential fittings.

Distribution Spatial Temporal
lday 1week 1month | total centre suburb
Compound | 99.09% 99.07% 99.00% | 99.68% 99.74% 99.45%

Power Law
Exponentiall

99.89% 99.68% 99.68%
99.78% 99.66% 99.72%

99.78% 99.98% 99.99%
99.76% 99.74% 99.74%

3. MODELING THE SPATIO-TEMPORAL
TRAFFIC DISTRIBUTION

In order to accurately characterize the above spatial-temporal

distribution of the mobile traffic, we measure the data in the
scale of one-day and ten-minute in each BS, denoted as t¢
and t"" respectively. Furthermore, we detail these two vari-
ables into tﬁj and t3';, where i and k represent the BS ID
and time series are marked as j and [. Since one month
(Aug. 2014) has 31 days and each day has 24 x 6 = 144
time periods of ten minute, ranges of time series j and [ are
1<j<3land 1< <4464, For tﬁly]-, by fixing temporal
variable j, we obtain the information of spatial distribution
by the empirical data of BS traffic during the same day. Sim-
ilarly, we study the temporal distribution by fixing spatial
variable k in a set. Considering that 10* BSs have 4 x 108
ty';, which is difficult to obtain cumulative distribution, we
replace the original traffic values with 10 quantized values
through linear quantization, and denoted them as {¢} 7 }.

Based on the measurement-driven traffic analysis, we find
out that both spatial distribution(i.e., {t;-i,j, j fixed}, see
Fig. 5) and temporal distribution(i.e., {t;'{, k fixed}, see
Fig. 7) can be well described as: ’

t

e pee Pt t<ty
PT>t)y=4q t7" , to<t<ty (1)
et , o t>t

In this trimodal distribution, the first part is a compound
curve of the summation of two different exponential func-
tions. As for the second and third part, the exponential tail
is connected to the power-law with a hump well above the
straight line extrapolation of the power-law, which is signif-
icantly different from the usually truncated power-law with
the form t~7e #*, where the exponential tail is below the
straight line of the power law.

Fig. 5 depicts the Complementary Cumulative Distribu-
tion Function (CCDF) of BS traffic for one day (Aug. 1st,
2014) in a log-log plot, i.e., P(Ti‘fl > tfyl), as well as fitting
of the trimodal distribution model to the empirical data.
All the exponents in (1) are shown in Table 1(a). We find
out that one-day traffic in 90% of BSs is less than 108, and
there are 70% of BSs in [10°, 10%]. Since the highest one-day
traffic is about 10!, this result means that traffic of most
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Figure 7: The CCDF of ten-minute quantized traf-
fic in BSs located throughout the city for one
month(Aug. 2014) and fitting of the model(red) to
the empirical data(black), where the red curve is
separated into 3 parts by 2 boundary point, ¢;'? = 130
and ¢7"? = 300. These 3 parts correspond to the 3 fit-
ting functions shown in (1). The upper inset and
lower inset display the power law and exponential
part of CCDF. Straight lines represent the analyti-
cal prediction.
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Figure 8: (a) and (b) are the CCDFs of ten-minute
quantized traffic in BSs near city centre and suburb,
respectively, for one month(Aug. 2014).

2 4

BSs is neither too low nor too high, which is reasonable.
Besides, when changing timescales of traffic measurement,
we observe that both one-week and one-month traffic follow
the same distribution, as shown in Fig. 6. The goodness
of fit is measured quantitatively by the R-square statistics,
which are summarized in Table 1(b). The average adjusted
R-square statistics are all over 99% for the three parts. This
confirms the accuracy of our trimodal distribution model.
In conclusion, spatial distribution of traffic in different BSs
follows the trimodal distribution, with most BSs belonging
to the compound and power law part. Since the compound
part is similar to the exponential part, these results indicate
the spatial differentiation of traffic in power law part is more
obvious than that of others.

In terms of temporal distribution, we count ten-minute
traffic value for the whole month. After quantization, their
aggregated empirical CCDF, i.e., P(T9 > t72%), with K as
the BS set, are plotted using log-log scale in Fig. 7. The



exponents of curve fitting are also shown in Table 1(a). It
can be observed from the figure that 90% of t7:% are less than
90. Comparing with Fig. 5, it seems that the cé)mpound part
occupies a more dominated position and the hump between
power law part and exponential tail is less distinct, but we
still find a trimodal distribution temporally. Further, we
select a radius of 10 km of the region in centre and suburb
of Shanghai, respectively, and plot the CCDF's of ten-minute
quantized traffic in BSs located in these 2 regions in Fig. 8.
Similar to spatial distribution, the temporal distribution of
ten-minute traffic also follows the same invariant pattern.
The goodness of fit is also shown in Table 1(b), with the
adjusted R-square statistics all over 99%.

In conclusion, on basis of above quantitative analysis, we
find a universal model of spatial-temporal traffic distribu-
tion, which shows robustness in different scales of time and
space. Furthermore, our study shows uniformity of spatial
and temporal pattern, with both of them following the t-
rimodal distribution. With this uniformed spatio-temporal
traffic distribution model, we can characterize the opera-
tional status of BS both spatially and temporally. For ex-
ample, after setting a series of thresholds, we can divide the
operational status of BS into several types such as no-load,
low-load, full-load, off-load, etc. Then, we are able to calcu-
late the proportion of each status from the proposed model.
In terms of the proportion of full-load and off-load status, we
can utilize this information to aid the design of traffic con-
gestion management scheme. Further, it provides insightful
guidelines when deploying future cellular networks, e.g. de-
ciding geographical placement and traffic dimensioning. In
addition, when considering spatio-temporal inhomogeneity
of traffic distribution, our model provides important insights
on the dynamic energy-efficient operation of BS, where the
operators shut some BSs and transfer the corresponding load
to neighboring cells during periods of low utilization. More-
over, as the extension of the time-dependent pricing, the
policies of the space-dependent pricing can be developed, in
which the service providers made discounts in areas where
the capacity of BSs is not sufficiently utilized to encourage
users to generate larger data demand in these area. Thus,
the utilization of the mobile network as well as the profit of
the service providers can be improved.

4. RELATED WORK

Works related to our work can be divided by two topics:
measurement analysis about the spatial traffic distribution,
and measurement analysis about the temporal traffic distri-
bution.

The spatial distribution of the cellular traffic has been s-
tudied in the literature [2-4]. Gotzner et al. [3] found that
voice traffic in different cells of GSM networks can be de-
scribed by a log-normal distribution. Michalopoulou et al.
[4] presented a large scale data-driven traffic analysis based
on data set from GSM networks in Germany. They found
that data traffic loads in different cells of GPRS/EDGE net-
works can be approximated by log-normal mixtures. Dif-
ferent with them, we use the Complementary Cumulative
Distribution Function (CCDF) rather than Probability Dis-
tribution Function (PDF) to represent the distribution, and
describe it by the trimodal distribution to further character
its long tail. Thus, our model is with more accuracy.

There have also been some works about the temporal dis-
tribution of mobile traffic, such as [6,8]. Nan et al. [8] an-
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alyzed and statistically modeled the downlink throughput
per cell distributions over time and over different cells based
on real network throughput data. However, their data only
records downlink throughput every 15 minutes for a week.
While in our data, the timestamps are accurate to seconds
and the duration is over a month, which is more large-scale
and fine-grained. In addition, we analyze the characters of
mobile traffic by combining both the spatial and temporal
distributions in our work.

S. CONCLUSION AND FUTURE WORK

In this paper, we present our work on quantitatively char-
acterizing inhomogeneity of the spatio-temporal distribution
of data traffic in a large scale mobile cellular data network.
Based on the large-scale, long-time and fine-grained data set,
we provide a systematic measurement study on the spatio-
temporal of mobile traffic. We find that the mobile traffic
loads follow a trimodal distribution, which is the combina-
tion of compound-exponential, power-law and exponential
distributions, in terms of both spatial and temporal dimen-
sion.

Our future work will address the fundamental questions
of what are the key factors that influence the degree of in-
homogeneity of the spatio-temporal traffic distribution. In
addition, we will investigate the relationship between the
spatial and temporal distribution of mobile traffic, and fur-
ther develop a traffic model combining them to help us bet-
ter understand the characters of mobile traffic. Meanwhile,
we plan to study how to utilize our modelled behaviors of
traffic to solve various practical issues in mobile networks,
such as reducing congestion and improving energy efficiency.
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