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ABSTRACT

Online services are playing critical roles in almost all aspects of
users’ life. Users usually have multiple online identities (IDs) in
different online services. In order to fuse the separated user data
in multiple services for better business intelligence, it is critical
for service providers to link online IDs belonging to the same user.
On the other hand, the popularity of mobile networks and GPS-
equipped smart devices have provided a generic way to link IDs,
i.e., utilizing the mobility traces of IDs. However, linking IDs based
on their mobility traces has been a challenging problem due to the
highly heterogeneous, incomplete and noisy mobility data across
services.

In this paper, we propose DPLink, an end-to-end deep learn-
ing based framework, to complete the user identity linkage task
for heterogeneous mobility data collected from different services
with different properties. DPLink is made up by a feature extractor
including a location encoder and a trajectory encoder to extract rep-
resentative features from trajectory and a comparator to compare
and decide whether to link two trajectories as the same user. Partic-
ularly, we propose a pre-training strategy with a simple task to train
the DPLink model to overcome the training difficulties introduced
by the highly heterogeneous nature of different source mobility
data. Besides, we introduce a multi-modal embedding network and
a co-attention mechanism in DPLink to deal with the low-quality
problem of mobility data. By conducting extensive experiments on
two real-life ground-truth mobility datasets with eight baselines,
we demonstrate that DPLink outperforms the state-of-the-art so-
lutions by more than 15% in terms of hit-precision. Moreover, it is
expandable to add external geographical context data and works sta-
bly with heterogeneous noisy mobility traces. Our code is publicly
available!.
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1 INTRODUCTION

Smartphones and other mobile devices have made it easy for users
to access various online services nearly everywhere and at any time.
It is very common for a user to have multiple online identifiers
(IDs) in different services such as online social networks (OSN), e-
commerce services, online games, etc. Service providers have strong
motivations to massively mine user data for monetization and op-
timizing user experience [16]. To capture a more comprehensive
understanding of user behavior, it is increasingly intriguing to link
user IDs across multiple services to fuse the separated data [37, 40].

To these ends, linking online IDs plays a critical role in the data
fusion for better business intelligence. Early research has explored
different ways to link user IDs by using service-specific data such
as user profile attributes [9] and social graphs [15]. However, these
approaches depend on whether these services have the same data
type. For example, e-commerce services often do not have social
graphs to match with an online social network. Moreover, users
may fill in the fake information (e.g., name, gender) in their profiles,
which makes the linkage even harder.

In this paper, we explore a more generic approach to link user
IDs by leveraging the spatial-temporal locality of user activities.
The key intuition is that no matter what online services a user
accesses, we can bind them to the user’s physical presence, which is
characterized by time and location. This becomes possible because
most online services today have a mobile version with the location
as parts of the service (e.g., Uber, Yelp, Twitter). In addition, with
some tolerance on granularity, even network accessing related
information can be translated into location [14]. Our goal is to link
multiple online IDs that belong to the same users across different
services. Despite the inspiring prospects and results of user identity
linkage, there are several key challenges that remain to be solved:

Heterogeneity nature of mobility data: Due to the different
usage behavior of users and various collection mechanisms, the
properties of mobility data (e.g., sample rate, time periods) are
drastically different across services. For example, the mobility traces
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collected by an Internet Service Provider (ISP) are over 3 times
denser than those collected by an online social network. Early works
simply assume mobility traces of different services have similar
sample rate [20] or time period [24], which are sensitive to the
heterogeneous mobility data and do not perform well in practice.
Due to this challenge, the general trajectory similarity [17, 21]
algorithm designed for the trajectory from the same data source also
fails to model the correlated relationship between the different data
source and can not be effectively applied in the linkage problem.

Poor quality of mobility data: The data quality of collected
mobility data is not always so good. On the one hand, the collected
data only records the time and location information of mobility
which is not enough to mine the hidden semantics of it. On the
other hand, due to the limitation of devices and other artificial
reasons [31, 36], the collected data usually contains noisy records
to generate significant spatial and temporal mismatches between
trajectories from different service. Because of the limitation of
algorithms and the lack of proper data, existing approaches [24, 25]
ignore the hidden semantics of mobility trajectory. Although, some
works [32] propose prior knowledge-based solutions to address
the mismatch problem. These solutions require proper manual
parameter settings and are difficult to be applied in reality.

In this paper, we propose DPLink, an end-to-end deep learning
based framework, to achieve linking IDs belonging to the same user
for mobility data collected from different services with heteroge-
neous nature. DPLink is consist of two main components: feature
extractor module and comparator module. The feature extractor mod-
ule is designed to extract vector features from input raw trajectory
and model relations between the trajectories from the different data
source. The following comparator module, implemented as a multi-
layer feed-forward network, is aimed to yield the final similarity
score of the extracted representative trajectory feature vectors.

As the core component of DPLink, feature extractor contains
two level encoders: location encoder and trajectory encoder. The
location encoder is designed to integrate multi-dimensional input
and extract the low-level feature of isolated locations. The multi-
modal embedding based design in location encoder makes DPLink
expandable to other available geographical features like Pol con-
text. The following trajectory encoder is designed to capture the
transitional relations of a single trajectory itself and model the
correlation between two different trajectories. In the trajectory en-
coder, the transitional relations of single trajectory are captured
by a recurrent encoder. Then a selector is introduced at the end of
trajectory encoder to force the model to focus on the discriminative
parts of trajectory and model the correlations between two different
trajectories. With the help of this attention based selector, DPLink
not only is able to observe the similar parts of two trajectories but
also works robustly with noisy and missing trajectory.

Besides, we propose a pre-training mechanism to address the
training challenges introduced by the heterogeneity nature of mo-
bility data. Following our proposed training mechanism, our model
is first trained to complete a warm-up task as linking trajectory
from one mobility data but with different time periods. Due to the
regularity of human mobility [10, 27] and the consistency and high
quality of used mobility data, this single data based linkage task
is much easier for DPLink to complete than the linkage task on
cross-domain datasets with different quality. Intuitively, this single
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data based linkage task acts as a simple auxiliary task to help the
model to first learn about the basic knowledge of the trajectory
space. Then, the pretrained network with prior knowledge of the
physical world and trajectory data is trained to complete the final
target task: user identity linkage task on different data collected
from different services.

Our contributions can be summarized as follows:

We are the first to use deep learning techniques in the user iden-
tity linkage problem based on the heterogeneous mobility traces
collected from different services with different quality. Our model
does not assume any property of mobility data and works with
heterogeneous mobility data across services.

e We utilize recurrent network with pooling unit as a trajectory
encoder to extract transitional features from each single trajec-
tory and introduce attention based selector to capture potential
correlations between trajectories from two different data source.
With fusing these two features together, our model obtains a
comprehensive high-level understanding of trajectory.

e We propose a simple yet effective pre-training mechanism to
adapt to the heterogeneity nature of different source mobility
data. And the proposed training mechanism greatly improves
the performance and robustness of our deep learning model on
user identity linkage task on the different data source.

e We perform experiments on two real-life mobility datasets and

compare the performance of our model with eight baselines.

Extensive results demonstrate that DPLink outperforms the state-

of-the-art solutions by more than 15%. Moreover, our model

succeeds in utilizing additional geographical context data to fur-
ther improve the performance and works robustly with noisy
data.

The rest of this paper is organized as follows. We first formulate
the problem in Section 2. Following the formulation, in Section 3, we
describe the details of the whole framework of DPLink. In Section 4,
we apply our model to two real-world mobility datasets and conduct
extensive experiments. After systematically reviewing the related
works in Section 5, we finally conclude our paper in Section 6.

2 PROBLEM FORMULATION

Let A represents the set of online account IDs, and S represents
the set of different online platforms. Then, Vs € S, A® denotes
the set of online account IDs on platform s. Let a tuple p = (I, t, €)
represents a location record in location / with semantic label e at
time ¢. Note that locations and times may be recorded at a different
granularity and levels of precision in different source mobility data
(e.g., GPS coordinates or nearest base station in location record).
Thus, without loss of generality, locations and times are divided into
bins corresponding to geographical regions (e.g., street block) and
intervals of time (e.g., one hour). In this paper, semantic label e is the
distribution of point of interests (Pols). But, we demonstrate that
it is not limited to the Pol context, other information like textual
context from user review can also be easily applied to our model
without too much modification of network. We further define 7 as
the set of all time bins, L as the set of all locations, and & as the
set of Pols.

Given any online ID u € A, we define its location records as,
R(u) = {p1,p2,...,pn}, where n denotes the number of location



Table 1: A list of commonly used notations.

Notat. Description

A The set of all online IDs.
S The set of types (platform) for online IDs.
A The set of online account IDs on platform s.
T The set of all time slots.
t time stamp.
L The set of all regions.
) location indicator.
& The set of Pols.
e semantic information.
A location record.
x The embedded location record.
h The hidden state of recurrent network.
u,v online user ID.
R(u) location records sequence for online ID u.
r(u) trajectory slice for online ID u.
I(u,v) Binary variable indicating whether ID u and v be-
long to the same users.
N The number of linking candidates for online ID u.

records. Taking the continuity of mobility data into consideration,
we further partition the location records into meaningful trajecto-
ries R(u) = {r1(w), r2(w), ...} with maximum time window T, (e.g.,
1 day). Given a pair of online IDs u € A' and v € A?, let a binary
variable I(u, v) indicates whether these two IDs belong to the same
user when the trajectories of them r(u), r(v) are known,

1, u,v belong to the same user.
0, u,v belong to different user.

I(u,v) = {

Further, given a target ID u, a list of candidates IDs vy, vy, ..., N C
A? and their trajectories r(u) and r(v;) for i = 1,2, ..., N, we aim
to build a function, which is approximate to the identity function I
enough, to find the best matching trajectory r(v;) and ID v;.
Following the aforementioned definitions, many researchers [24,
25, 32] proposed insightful algorithms to work out this problem.
However, because of the data quality problem and heterogeneity
of mobility trajectory, these methods are still far from application
in reality. Inspired by the powerful representation ability of deep
learning models, we propose a deep learning based framework to
address these challenges and aim to achieve better performance
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Figure 1: Different working mechanism of traditional meth-
ods and our proposed model.
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Figure 2: Main architecture of DPLink consisting of three
major components: location encoder, trajectory encoder (in-
cluding recurrent encoder and attention based selector), and
comparator network.

on real-life mobility dataset. The difference in workflows between
existing works and our work is shown in Figure 1. In the traditional
workflow of existing works, they usually first align the trajectory
from the spatial or probabilistic view and then calculate the spa-
tial or distribution distance to obtain a score. However, instead of
aligning trajectory directly, we aim to utilize deep learning tool to
first obtain the latent representation of mobility trajectory and then
calculate the similarity between these two vectors as the similarity
of trajectories. The details of our proposed model can be found in
the next section.

3 MODEL AND METHOD

The structure of DPLink is presented in Figure 2. DPLink contains
three major components: location encoder, trajectory encoder, and
comparator network. The input trajectory pairs are first processed
by location encoder and then fed into trajectory encoder to extract
multi-level representative features. Particularly, DPLink uses a at-
tention based selector at the end of trajectory encoder to focus on
the similar parts of the trajectory pair and avoid the potentially
harmful influence of missing and noisy data. Finally, the generated
vector pair, which represents the original trajectory pair, are fed
into the comparator network to calculate the similarity score of two
input trajectories.

3.1 Location Encoder

Location encoder is a multi-modal embedding module, which is
designed to reorganize and embed the spatial and temporal features
of a trajectory point p; = (¢;, ;) into a single vector x;. Further, due
to the flexibility of embedding network, we can also easily model
external information e; like geographical context information in
the embedding network. In this way, our model is able to capture
the hidden semantic behind the spatial-temporal point, which is
difficult to utilize and model for existing methods. We design three
sparse linear embedding layers to encode each type of input (e.g.,
one-hot) into a dense vector representation. Then, we concatenate
them together to obtain an ensemble vector x;. To strengthen the
modeling ability of the embedding module, we add tanh function
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Figure 3: Details of trajectory encoder in DPLink.

as the final non-linear activation function. The formulation of the
embedding module is as follows,

x; = tanh(Wpp; + bp) = tanh([Wyt; + by; Wil; + by; Wee; + bel),

where W and b denote the learnable parameters of embedding
layers, tanh denotes the non-linear activation function, [;; ] denotes
the concatenate function.

As mentioned above, the location fed into our model is in the
form of a one-hot vector. Compared with the original geographic
coordinates, one-hot vector lose the information of spatial depen-
dencies, which means that regions close to each other in the physical
world can be far away in the one-hot space. However, the spatial de-
pendency is important in measuring trajectory similarity. In order
to enable DPLink to learn about the spatial adjacency of location,
we introduce mobility prediction task to help our model learn the
meaning of closeness of location. This task is to predict the next
location of an object with knowing its trajectory history. Due to the
regularity of mobility, the location points of the trajectory which
neared in the time dimension is also neared in the spatial dimension.
In other words, the location encoder is enforced by the mobility
prediction task to embed the adjacent location in the physical world
into the adjacent space in the latent high-dimensional space in a
neural network.

It is noted that this multi-modal embedding module is shared by
the network to simultaneously process two input trajectories. This
sharing mechanism guarantees that two types trajectories from the
same geographical space can be projected into another same latent
space. Besides, the shared embedding module also greatly reduces
the parameters of the whole network.

3.2 Trajectory Encoder

Following the location encoder is the trajectory encoder, which con-
tains a recurrent encoder to extract the transitional level feature of
single trajectory and a selector to extract correlated level features
of trajectory pair.

3.2.1 Recurrent Encoder. Based on the embedded vector repre-
sentation {x1,x2, ..., xp} of original trajectory {p1,p2,....pn}, re-
current encoder is introduced to capture the sequential transitions
and model the mobility pattern of a single trajectory. The output
encoded trajectory feature is recorded as vector representations
{h1, ha, ..., hn}. As Figure 3(a) shows, the recurrent encoder is made
up of a recurrent neural network with max/mean pooling operation.
Recurrent neural network is a standard class of neural networks,
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which is designed with cycle and internal memory to model the
sequential information. We use the widely used long short term
memory (LSTM) [11] and its popular variation gated recurrent unit
(GRU) [5] as the basic unit of our recurrent encoder.

To enhance the ability of sequential pattern modeling, we ap-
ply stacked techniques in the recurrent encoder. In practice, we
stack several recurrent layers by feeding the output of the former
recurrent layer into the next recurrent layer. To overcome the po-
tential overfitting introduced by too many recurrent units, we apply
dropout to the output of every recurrent layer.

Since the number of features extracted from the recurrent net-
work is still identical to the length of trajectory, we introduce pool-
ing operation (e.g., max pooling and mean pooling) after recurrent
network to obtain fix-length vector representation of trajectory.
Actually, this operation is beyond only feature reshaping but also
achieves a certain range of performance improvement in our ex-
periment. This is because that pooling operation acts as a simple
self-feature filter to select the important features. As Figure 3(a)
shows, with the help of recurrent network with max pooling, we
model the sequential relations {h1, hg, ..., h } and finally obtain a
single feature vector z for each trajectory. And we call this single
feature vector z as the primary representation vector for trajectory.

3.2.2  Co-Attention based Selector. To handle the data quality
problem and enable our model to focus on the critical parts of the
trajectory pair for matching and linking, we propose to design a
co-attention based selector network. We first briefly introduce the
background knowledge of attention mechanism.

Given a query vector g and a series of candidate vectors {h1, hy, ...
attention mechanism can be implemented with two steps: 1) to cal-
culate the “correlation” between the query vector ¢ and all these
candidate vectors {hy, h, ..., hn }; 2) with these normalized “corre-
lation” as weights {a1, a2, ..., an }, to calculate the weighted sum y
of candidate vectors as the comprehensive representation of them.
This weighted sum y is regarded as the summary of the most related
parts of candidates {h1, hy, ..., hy} for the query g. There are three
widely used attention methods: dot, general, mlp. The main differ-
ence between these attention implementations is the calculation of
“correlation”. The formulation of typical attention methods are as
follows,

y= Zaihi, a; = a(f(q, hi)),
faor(g:hi) = hl-Tq,

foen(q.hi) = KT W,

Fmip(q.hi) = " tanh(Wq + Uh;),

where W, U, v are the learnable parameters, f represents the score
function, o is the soft-max function, h; represents i;; candidate
vector, q is the query vector and y is the final output.

Figure 3(b) presents the core idea of the co-attention based se-
lector. In the common application of attention mechanism like
neural machine translation, there is only one candidate sequence,
where the query vector q of attention is naturally constructed from
candidates {h1, hy, ..., hn}, e.g., ¢ = hy. Different from the former,
we introduce co-attention mechanism to adapt general attention
network for pair input to capture and model the correlation rela-

tionship. For the candidates {h‘f‘, hg“, s h‘;}} from trajectory A, we

shn},



use the primary representation vector zp of trajectory B as the query
vector g4 = zp. Meanwhile, we use the primary representation
vector z4 of trajectory A as the query vector qg = z4 for the can-
didates {hB, hg, ..., hB} from trajectory B. In this way, we directly
connect two trajectories before the final comparator network and
give them opportunities to find the related parts of each other. Fur-
ther, this co-attention based selector will reduce the harmful effects
from potential noisy records. After the processing of co-attention
network, we obtain the final feature vector of trajectory: y4 for
original trajectory A {p?, pg‘, ..o P} and yp for original trajectory

1
B {pB.pB,...pB}.

3.3 Comparator Network

The final component of our model is a comparator network, which
is implemented as a multilayer feed-forward network. The final
layer of the comparator network is a neural unit with sigmoid
function acting as a logistic regression function to generate the
final similarity score. The feature vectors (y4, z4) and (yp, zp) are
independently fused together to obtain the final vector presentation
of each trajectory. Then these two vector representations are fed
into multi-layer feed-forward network to yield the similarity score.
From the view of the problem, the comparator network gives two
input trajectories a second chance to exchange information and
validate each other. From the view of the network, the comparator
network can be regarded as a simple but effective classifier for
binary classification to judge whether two input vectors belong
to the same class. Due to the sigmoid function, the output score is
a normalized probability which can be optimized by binary cross
entropy loss function.

3.4 Training strategy

Our model works in an end-to-end manner without requiring hand-
crafting features. Since we translate the user identity task into a
binary classification problem, we choose binary cross entropy loss
as the objective loss function.

n
Loss = — Zi:l yilogx; + (1 —y;)log(1 — x;),

In the training, the Adaptive Moment Estimation (Adam) algorithm
is utilized to optimize the model. Several widely used tricks, such

Trajectory a of User A
from Sparse (low
quality) Mobility Data

shared
weights
—_— Trajectory B-1 of User

«=O=  Afrom Dense (high
quality) Mobility Data

i Trajectory -2 of User
‘I ..................... I —— Afrom Dense (high

quality) Mobility Data

(1) Pre-train on Dense (2) Fine-tune on Cross
(high quality) Mobility Data ~ (Dense-Sparse) Mobility Data

Figure 4: Two step training strategy for user identity linkage
task.
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as dropout, L2 regularization, and learning rate schedule, are used
to avoid the overfitting problem. The detailed settings for these
parameters can refer to the next section.

However, due to the heterogeneous nature of mobility trajecto-
ries from the different service and platform, our model always fails
to converge and stops with really poor performance when directly
trained from scratch. The intuition that mobility trajectories from
different platforms share identical underlying spatial-temporal pat-
tern is the precondition for completing the user identity linkage
task. Nevertheless, due to the heterogeneous nature of mobility tra-
jectories from different data source, our model struggles to explore
the huge spaces and learn the true knowledge of it. On the one
hand, different platforms provide users with various services and
users generate different mobility behaviors with various intentions.
On the other hand, the sample rate and recording mechanism of
collecting data in different platforms are also different. All of these
lead to the heterogeneous nature of mobility trajectories, which
make it difficult for our model to learn valuable knowledge. Conse-
quently, our original model fails to link trajectories across different
mobility data.

Here, we propose to pretrain the whole model with a simple task
as warm-up to first obtain the basic knowledge of the physical world
and trajectory pattern. Once our model achieves good performance
on this simple task, we start to train it with the final user identity
linkage task on different mobility data source. This warm-up task
is to identify whether two mobility trajectories from the same
platform in different periods (e.g., different days) belong to the
same user. This warm-up task is proposed based on the observation
from the regularity of human mobility [10, 27], people usually go
to the same places ( e.g., to and from where he needs to go like
home and office) and generate similar even the same trajectories in
different work days. Furthermore, the trajectory used in the warm-
up task are both from the identical high-quality mobility dataset,
which is denser and without too many missing records. Due to the
regularity of mobility and the high-quality mobility dataset, the
warm-up task becomes an easier and directional task to help the
model to converge and learn the useful prior knowledge for the
future difficult task.

The two-step training strategy is presented in Figure 4. Our
training strategy can be regarded as a kind of network-based trans-
fer learning method. The prior knowledge learned from the first
linkage task on a single dataset is transferred to the final linkage
task (target task) on different datasets by sharing partial network
weights.

4 PERFORMANCE EVALUATION

In this section, we conduct extensive experiments on two real-world
datasets to answer the following research questions:

e RQ1: How does DPLink perform in the user identity link-
age problem on real-life datasets compared with existing
algorithms?

e RQ2: How does the proposed training mechanism help to
improve the performance of DPLink on the user identity
linkage task?



Table 2: Statistics of the datasets.

Table 3: Pols category distribution on ISP-Weibo dataset.

Dataset Users Records Locations Rec./U. Loc./U. Duration
Twitter | 1228 | 53337 | 8975 | 43 | 25 | 21months
Foursquare | 2970 | 44915 | 8975 | 15 | 12 | 48 months
ISP | 2844 | 325215 | 12576 | 114 | 19 | 1week
Weibo | 1761 | 49651 | 12576 | 28 | 5 | 1week

e RQ3: Can DPLink be applied in data with poor quality (e.g.,
noisy records)? Is it possible to utilize more external geo-
graphical context data (e.g., Pol information) to improve the
performance?

In what follows, we first describe the experimental settings, and
then answer the above three research questions one by one.

4.1 Experimental Settings

4.1.1 Datasets. We carry out experiments with two real-world
cross-domain mobility datasets. The first dataset is the mobile net-
work record dataset provided by one of the largest major Internet
Service Provider (ISP) in China and the social network location
service records obtained from Weibo?. The second dataset, pro-
vided by Zhang et al. [41], is the location check-in records from
Foursquare® and Twitter* with the same users. Different generation
and collection mechanism of these datasets ensure the representa-
tiveness of our experiments. Table 2 summarizes the basic statistical
information of datasets. Below, we describe these datasets in detail.

ISP-Weibo. The ISP dataset contains 325215 mobility records
that cover the metropolitan area of Shanghai from April 19 to April
26 in 2016. The location records are generated in the base station
level when users access cellular network via mobile devices for
communication and the Internet. Each trajectory is characterized
by anonymized user ID. It contains a series of spatial-temporal
points produced by the user, where each point includes a base
station ID and a timestamp. We replace the base station ID with a
certain longitude-latitude coordinate according to the base station
information provided by ISP. The Weibo dataset is generated from
ISP dataset. Our collaborators from ISP collected the Weibo sessions
from the ISP datasets in the same time window with the permission
of Weibo. In Weibo dataset, each mobile trace is characterized by a
Weibo ID and contains a series of GPS coordinates that show up
in HTTP sessions between the mobile application and the Weibo
server. These GPS coordinates are produced when users access the
location service in their mobile applications like check-in. Before
we access the dataset, the collaborators have mapped the Weibo ID
into the same anonymized user ID in the ISP dataset to protect the
personal privacy.

Foursquare-Twitter. This dataset contains the trajectories data
from Foursqaure, a popular location-based social network (LBSN),
and Twitter, a micro-blogs social network around the world. As
its primary function, Foursquare provides users various location-
related services like location check-ins and posting online reviews.
Twitter also provides users with basic location-based services like

Zhttps://weibo.com
3https://www.foursquare.com/
https://www.twitter.com
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Related Function ‘ Pol Categories

Residence ‘ residence, life services.

Entertainment ‘ food, hotel, gym, shopping, leisure.

Business ‘ finance, office building, company, trading area.
Industry ‘ factory, industrial estate, economic development zone.
Education ‘ school, campus.

Scenery spot ‘ scenery spot, tourism development.

Suburb ‘ villages, towns.

Table 4: Typical parameter settings.

Item Value Features input output
batch size 32 location 10000 200
learning rate  le-3 time 24 10
drop out 0.3 Pol 20 10

fine-tune Ir  0.0005 hidden state 200 200

location check-ins. Provided by Zhang et al. [41], the data is crawled
from the web pages of thousands of users who use both platforms
with at least one location records during November 2012 in the east
coast of US.. Based on the crawled raw data, the trajectory is also
characterized as a user’s account ID and a series of GPS coordinates
with timestamp.

We crawled 0.75 million point of interests (Pol) of Shanghai from
BaiduMap® as the additional geographical context of ISP-Weibo
dataset. As Table 3 shows, the crawled Pol dataset contains 20
categories and can be classified into 7 region functions. For every
base station in ISP dataset, we calculate the distribution of Pols for
it in the surrounding 1 kilometer area. This Pols distribution serves
as a soft function label for the region and describes the potential
intention of the user’s movement.

It’s noted that all the user IDs in our datasets are anonymized
to protect user’s privacy. Meanwhile, we store the data in a secure
local server and only core researchers can access the data with
strict non-disclosure agreements.

4.1.2  Baselines. We compare the performance of our model
with eight state-of-the-art baselines. Six of them are classic user
identity linkage algorithms, another two are deep learning based
trajectory representation models.

NFLX: With knowing some external information, Narayanan
et al. [23] propose a statistical model based mobility trace similar-
ity score to identify the users in Netflix dataset. NFLX cannot be
directly applied into cross-domain linkage problem and we follow
the method [24] to adapt it to our problem.

MSQ: Ma et al. [20] incorporate general knowledge in forms
of global movement constraints and preferences to identify users
from dataset. Specifically, they consider negative square difference
between two mobility traces as their similarity score.

Shttps://map.baidu.com/
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Figure 5: Build training/validation/testing dataset.

HIST: Naini et al. [22] focus on linking users by matching the
location histograms of their mobility traces. Firstly, they compute a
user’s visiting frequency of each location and then define a similar-
ity score of two histograms based on Kullback-Leibler divergence.

LRCF: Goga et al. [8] take the popularity of different locations
into consideration. LRCF applies the term frequency-inverse docu-
ment frequency(TF-IDF) [28] weighting scheme to location visiting
histograms and measures mobility trace similarity using a cosine
distance.

WYCI: Rossi et al. [25] propose a time based probabilistic user
identifying algorithm. They use the frequency of user login in
different locations to approximate the probability of visiting these
locations. Then they determine if a mobility trace belongs to a user
by computing the user’s probability to produce the mobility trace.

POIS: POIS [24] algorithm uses the “encountering” events to
measure the similarity of two different-domain mobility traces. It
assigns every “encountering” event a weight based on statistical
model and uses the weighted sum as the similarity measure.

As we are the first deep learning based model for user identity
linkage task on different mobility datasets, we compare our model
with two deep learning based models for trajectory representation.

TULER: Gao et al. [7] utilize the recurrent network to encode
the trajectory into a single vector to identify users in single mobility
data. TULER cannot be directly applied to our problem, thus we
train two independent TULER models for each mobility data and
check whether these two models can identify each input trajectory
as the same user.

t2vec: Li et al. [17] propose to adapt seq2seq model with a spatial
proximity aware loss function to infer and represent the underlying
route information of a trajectory for efficient trajectory similarity
computation. Following the philosophy of original paper, we adapt
it to our problem by using sparse (low sampling) trajectory from one
dataset as input and using dense (high sampling) trajectory with
same user ID from another dataset as the underlying route to learn
the representation of trajectory. Then, we use this representation
to link different IDs.

4.1.3  Preprocessing. Figure 5 presents the details of how to build
training/validation/testing dataset in our experiment. As Figure 5
shows, the first step is to divide the lengthy location records into
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continuous mobility trajectories. After this operation, we obtain
two independent mobility trajectory pools, where each trajectory
is labeled with its user ID, for two different mobility data. As men-
tioned in the training section, we first pretrain the model with user
identity linkage task on single data as a warm-up and then fine-tune
the model with user identity linkage task on cross-domain mobility
data. Furthermore, we choose the high-quality mobility data with
more frequent and longer records, which is called dense mobility
trajectory data to complete the warm-up linkage task. Another
mobility data source with fewer mobility records called sparse mo-
bility data is only used in target user linkage task on cross-domain
datasets. The mechanism of building data in two training stages are
the same, while the main difference is to choose which data to use.

We first introduce the core step of building experiment data for
user identity linkage task on single domain data as follows. We
randomly choose two trajectories from the dense mobility data pool
with identical owner labels to build positive trajectory pair. The
basic intuition behind this operation is the regularity of human
mobility [10, 27], which means that the mobility trajectory of one
user keeps similar in the different periods with extremely high
probability. To meet the sample balance requirement of binary
classification problem in training stage, for every positive trajectory
pair we randomly select two trajectories from dense mobility data
pool with different user IDs to form a negative trajectory pair. In the
training stage and validation stage, only this one negative sample
is enough.

However, in reality, we usually have lots of online ID candidates
for matching, and we need to compare them together to find the
best matching. To simulate this practical case, in the testing stage,
we choose N negative candidates for matching. Particularly, for
each online ID, we choose those left online IDs whose trajectory
have at least one intersection with it as candidates. Based on the
statistics of our data, the average number of these candidates for
each online ID is around 20. To meet the requirement of batch size
for efficient computation, we select 32 as the default setting for
N in the experiment. To build experimental data for user identity
linkage task from different data sources (target task), we follow the
similar steps mentioned before. Different from choosing two input
trajectories from the same mobility dataset for warm-up linkage
task, we choose one trajectory from dense mobility data and another
trajectory from sparse mobility data for final user identity linkage
task. In our experiment, the proportion of training, validation and
testing data is 6:1:3. It’s noted that we divide not only the trajectory
but also the users by shuffling the trajectory data with user label.
This operation makes sure the generalization of our experiment,
where some users may only have few data in the training step and
even they only appear in the testing step.

4.1.4  Metrics and Parameter Settings. Our model is implemented
on Pytorch platform and the typical parameter settings of our model
are presented in Table 4. In the experiments, we select GRU as the
default recurrent unit and dot attention as the default attention
mechanism for efficient computation. The results for LSTM and
other basic components are similar. Following the aforementioned
evaluation dataset, our model is trained and validated in a binary
classification manner, and finally evaluated in the search and rank-
ing manner.
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Figure 6: The performance of our model and baselines on
two real-life datasets.

In the training step, we use the F1 score and AUC to measure
the performance of our model, which are both widely used metrics
in classification problems. The F1 score is defined as,

2 = Precision * Recall
F1=

Precision + Recall

AUC, known as the area under the receiver operating characteristic
(ROC) curve, is equal to the probability that a classifier will rank a
randomly chosen positive instance higher than a randomly chosen
negative one. With P positive instances and Q negative instances,
AUC can be calculated by the following formulation,

Dics rank; —P(1+ P)/2

AUC =
PxQ

In the validation step, we also use the F1 score and AUC as the
metrics to cooperate with the early stopping mechanism to find the
best parameters and avoid overfitting.

In the testing step, we use hit-precision as the metric to evaluate
the performance of algorithms in the user identity linkage task with
more than one (e.g., N = 32, as mentioned in the preprocessing
section) candidate online IDs. After DPLink deciding the score for
each candidate, we rank these candidates by score and calculate
the hit-precision. Hit-precision of top-k candidates is defined as
follows,

k—x
h(x) = {0 k

We choose k = 5 as the default setting for hit-precision.

, ifk>x>=0
ifx>=k

4.2 Overall performance on user identity
linkage task. (RQ1)

We evaluate our model with eight baselines on ISP-Weibo and

Foursquare-Twitter datasets to present the performance on user

identity linkage task. The results are presented in Figure 6.

We first analyze the results of ISP-Weibo dataset. Among six
classic linkage baselines, WYCI algorithm with the tolerance of
different sample rate performs best with 0.432 hit-precision. Besides,
the performance of NFLX and LRCF with the tolerance of mismatch
from the spatial or temporal view are also similar well. Particularly,
the hit-precision of our model is 0.497, which is 15% higher than
the best baseline WYCI.
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Besides, we compare our model DPLink with other two state-
of-the-art trajectory representation algorithms: TULER and t2vec.
The results demonstrate that our model outperforms both of them
more than 17%. TULER is designed for directly identifying the user
from single mobility dataset. It fails to obtain better performance
due to two potential reasons: 1) TULER cannot identify any new
users because the user set is decided in the training step. However,
in our experiments, the users in the testing step is not identical to
the training step; 2) each TULER only focus on its single mobility
dataset and ignores the potential correlation between two different
mobility dataset. Based on seq2seq model, t2vec is proposed to infer
and represent the underlying route information of a trajectory for
efficient trajectory similarity computation. In practice, t2vec needs
extremely high-quality dataset (e.g., taxi trajectory dataset with less
than 1 minute sampling period) to learn good enough representative
function. It fails to handle with the poor quality (low sampling and
missing records) and the heterogeneity nature of our cross-domain
mobility dataset. DPLink is designed for the user identity linkage
task and succeeds in dealing with these challenges with special
network design and training strategy. On the one hand, the location
encoder and trajectory encoder help DPLink extract representative
features from a single trajectory. On the other hand, the attention
based selector enables DPLink to capture the correlation between
two trajectories with different properties from different mobility
data. Finally, the MLP based comparator network acts as a powerful
classifier to obtain the final result.

The similar results can also be found in the Foursquare-Twitter

dataset. Because of the smaller volume and sparse nature of Foursquare-

Twitter dataset, the performance of all the methods is lower. How-
ever, due to the powerful representation ability of neural network
and transfer learning based training strategy, our model still achieves
about 0.4 hit-precision. Compared with the-state-of-the-art meth-
ods, the performance gain of our model can be up to 25%. In a word,
the evaluation results of two real-life datasets demonstrate the
superiority of our model than other the-state-of-the-art methods.

4.3 The effects of the training strategy. (RQ2)

In this section, we conduct experiments to demonstrate the effect of
pre-training strategy for DPLink. We take the results on ISP-Weibo
dataset for example.

Table 5 shows the performance of our model with different train-
ing strategies on ISP-Weibo dataset. Obviously, the pretrain step is
crucial for better performance. Furthermore, we choose to remove
different components of DPLink from the sharing weights step to lo-
cate the most important component for the performance. As Table 5
shows, removing location embedding and selector weights from
the sharing step leads to the worst performance, which denotes
the crucial role of location encoder and attention-based selector in
modeling. Besides, the effect of removing the recurrent encoder is
smaller and the removing the comparator network weights even
does not harm the performance at all. These little effects tell us that
the transitional relations and classification knowledge are not hard
to learn from beginning in this task.

We dive into the training process to understand the importance
of pretrain step. As Figure 7(a) shows, after pretraining, the initial
performance of our model before fine-tuning on target task can



Table 5: Performance of different training mechanisms on
ISP-Weibo dataset. For example, “Full-Location Encoder”
denotes that the embedding weights of location encoder is
not shared in the pretrain step, which means the location en-
coder is trained from scratch in user identity linkage task.

Training Strategy hit-precision (mean+std) A
Train from Scratch 0.257 + 0.025 -48.3%
Full Pretrain 0.497 £ 0.013 0
Full-Location Encoder 0.404 + 0.018 -18.7%
Full-Recurrent Encoder 0.438 + 0.005 -11.9%
Full-Selector 0.395 + 0.014 -20.5%
Full-Comparator 0.499 =+ 0.009 +0.4%
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(a) The testing performance curves. (b) The testing loss curves.

Figure 7: The comparison results between two types training
mechanisms on ISP-Weibo dataset.

be higher than 0.35, which is better than the best performance of
model trained from scratch. With fine-tuning on target task, the hit-
precision of our model can be further improved to 0.49. Figure 7(b)
presents the variation trend of testing loss of models with different
training mechanism. Due to the heterogeneity of mobility data, the
model trained from scratch becomes over-fitted at the very start.
Meanwhile, the pretrained model really learns the knowledge about
the task and performs better and better.

Figure 8 presents the effects of data volume and model perfor-
mance of pretrain step on the performance of our model on target
task. As Figure 8(a) shows, with more and more data utilized on sin-
gle domain linkage task in the pretrain step, the final performance
of our model on target task also becomes better and better. This
observation tells us that enough unlabeled data on a single domain
can help to improve the performance of model on target task and
reduce the requirement of labeled cross-domain data. Figure 8(b)
shows us that better pretrained model on single domain linkage
task produces better fine-tune model on target task.

4.4 The expansion capability and stability of
DPLink model. (RQ3)

In this section, we evaluate whether DPLink can utilize external
information with the help of multi-modal embedding based location
encoder to improve the performance on user identity linkage task
and whether it works robustly with noisy records.
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Figure 8: The effects of different pertrain parameters on ISP-
Weibo dataset.

To evaluate the expansion capability of multi-modal embedding
network, we build three kinds of Pol distribution features: 1) multi-
hot distribution, which only describes whether specific type Pol
exists in the region; 2) normalized probability distribution of differ-
ent Pols in the region; 3) tf-idf distribution, the enhanced version
of normalized probability distribution. The evaluation results are
presented in Figure 9(a). The results show that DPLink is able to
apply external Pol information to further improve the performance
from 0.49 to more than 0.51. Particularly, the multi-hot feature of
Pol distribution performs much better and stable. However, DPLink
is not limited to only use this kind of Pol distribution feature. Other
external information like textual information can also be directly
applied to our model after simple pre-processing like word2vec
operation.

Figure 9(b) presents the performance variations of DPLink with
noisy trajectory input. In Figure 9(b), noise rate in 20% means that
20% trajectories in the data are randomly selected to randomly re-
place one real data point in it with a noisy point. As Figure 9(b)
shows, the performance of our model keeps stable with the in-
crease of noise rate, which demonstrates the robustness of DPLink .
Furthermore, we visualize the attention weights of three kinds of
points in the trajectory to verify whether our co-attention based
selector really plays an import role in filtering out the harmful
effects of noisy records. Three types points are 1) intersection lo-
cation between two trajectories; 2) noisy point inserted by the
program; 3) other location points. In Figure 10, we analyze the av-
erage attention weights of three types points in 4 scenarios which
include the dense/sparse (high/low quality) mobility data with pos-
itive/negative labels. As Figure 10 shows, the average attention
weight for intersection point is the highest and the weight for
the noisy point is the lowest, which distinctly demonstrates the
selecting value of our co-attention based selector.

5 RELATED WORK

Applications of Identity Linkage: A number of applications can
benefit from linking IDs across services. For example, Kumar et
al. [16] investigated the user migration patterns across social me-
dia to provide guidance for online social network design. Zafarani
et al. [40] and Yan et al. [37] leveraged linked IDs across social
networks for better friend recommendations. Yang et al. [38] lever-
aged linked IDs across sites for better video recommendations.
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All these works indicate the strong motivations for the service
provider to link IDs belonging to the same user. Besides, some re-
searchers [30, 35] tried to protect users from identification attack
by matching mobility trajectory.

Identity Linkage using Trajectory Data: A few recent works
examine the possibility of linking IDs based on location data [2-
4,13, 20, 22-26, 29, 33, 34]. Mudhakar et al. [29] and Ji et al. [12, 13]
focused on linking IDs based on users’ graph/network structures.
They adapted their algorithms to location trajectories by construct-
ing a “contact graph” to model users encountering with each other.
However, these algorithms still require using social network graphs,
which are not available in our scenario. In addition, some algorithms
are designed to tolerate data noise such as temporal mismatch-
ing [23] and spatial mismatching [20]. Wang et al. [32] proposed
algorithms with tolerating spatial or temporal mismatches (or both)
and modeling user behavior for better linkage performance. Other
algorithms implemented de-anonymization attacks based on in-
dividual user’s mobility patterns [22, 25, 26]. Finally, researchers
also developed identity linkage algorithms based on “encounter-
ing” events [2-4, 24]. By considering the location context (e.g., user
population density), it achieved a better performance [4, 24]. How-
ever, none of them is able to capture the trajectory dynamics and
integrate semantic information simultaneously.

Representation Learning for Trajectories: Recently, deep
learning has been used for spatial-temporal data mining [6, 18,
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39, 42] such as next location prediction [6, 19] and trajectory em-
bedding [7, 17, 39]. Yao et al. [39] used a recurrent network with
manually features to cluster trajectory into several clusters. Gao et
al. [7] proposed to identify users in one mobility dataset via a recur-
rent network encoder. However, the uniqueness of an individual in
one dataset does not imply that this user can be easily recognized
in another dataset. Besides, this method can not be applied to new
users whose data has not been trained with the model. Based on one
dense taxi trajectory dataset, Li et al. [17] used a seq2seq model to
measure the similarity of sub-trajectories extracted from one dense
trajectory, which requires high data quality and fails to model the
relationship of trajectories from different datasets.

Due to the limitation of model design, all these existing meth-
ods are not suitable for user identity linkage problem for different
mobility data. Compared with these methods, our model is not
only designed to extract comprehensive trajectory features but
also model the correlated relationship between trajectories. This
interaction ability is based on the attention mechanism introduced
by Bahdanau et al. [1] in neural machine translation task. Feng et
al. [6] is the first work to introduce the attention model to predict
human mobility. However, instead of achieving mobility prediction,
our focus is to measure the trajectory similarity from the different
data source to link online IDs.

6 CONCLUSION

In this paper, we investigated the task of user identity linkage by
leveraging the power of deep learning. We proposed an end-to-end
deep learning framework to link different accounts from hetero-
geneous mobility data. Proposed model employs location encoder
and trajectory encoder to model the complicated single trajectory
feature and apply co-attention based selector to focus on discrim-
inative parts when matching two mobility trajectory. Extensive
experiments on two real-life mobility datasets show that DPLink
significantly outperforms eight baselines on the user identity link-
age task. Compared with the existing solutions, the proposed model
achieves general similarity measurement for heterogeneous mobil-
ity data. Besides, it is robust to the noise of trajectory and is easy
to extend to external information like Pol distribution.

There are several future directions for our work. First, because
of the limitation of the datasets, we only consider simple external
geographical context data like Pols category. In the future, we
plan to expand the multi-modal embedding module to process the
raw textual information in the check-in data. Second, although the
pre-training mechanism works well, it is still not easy to directly
train a good model for sparse mobility data. Thus, design more
stable network structure and better training mechanism is also an
important direction.
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