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ABSTRACT
Satellite imagery depicts the earth’s surface remotely and provides
comprehensive information for many applications, such as land use
monitoring and urban planning. Existing studies on unsupervised
representation learning for satellite images only take into account
the images’ geographic information, ignoring human activity fac-
tors. To bridge this gap, we propose using Point-of-Interest (POI)
data to capture human factors and design a contrastive learning-
based framework to consolidate the representation of satellite im-
agery with POI information. Also, we design an attention model
that merges the representations from the geographic and POI per-
spectives adaptively. On the basis of real-world datasets collected
from Beijing, we evaluate our method for predicting socioeconomic
indicators. The results show that the representation containing
POI information outperforms the geographic representation in
estimating commercial activity-related indicators. Our proposed
framework can estimate the socioeconomic indicators with an 𝑅2
of 0.874 and outperforms the baseline methods.
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1 INTRODUCTION
Satellite images acquired through ubiquitous remote sensing tech-
nology depict the Earth’s surface from a bird’s eye perspective,
providing comprehensive data for a variety of applications, rang-
ing from land cover monitoring [2, 20] to socioeconomic status
inference [1, 7]. In comparison to traditional data sources, such as
field surveys, satellite imagery is collected in a more time and cost-
efficient manner. Thus providing enormous potential for timely
monitoring of land cover and human activities on a large scale.

Combined with current advances in computer vision and deep
learning, studies have successfully leveraged satellite imagery to
classify land cover [17], predict commercial activeness [15, 31], esti-
mate population [7], and infer economic status [34]. These achieve-
ments were made by task-specific supervised learning, which re-
quires massive labeled data for training. However, in most remote
sensing applications, obtaining a large volume of high-quality anno-
tated data is extremely difficult [20, 32]. In general, remote sensing
delivers large amounts of data, like satellite imagery; but a lack of
labels makes many downstream applications difficult to implement.

To reduce the need for labeled data, the research community
has turned to unsupervised representation learning for satellite
images [12, 13, 20]. The task of such representation learning is to
find a low-dimensional representation of a satellite image while
persevering associations between objects. Such learning does re-
quire labeled data. The learned representations are multipurpose
and can be used for different downstream tasks [4]. Similar to word
embeddings in natural language processing (NLP) [25, 26], the crit-
ical issue in learning satellite imagery representations is to define a
similarity/association metric between satellite images and encode
them into quantitative representations. The majority of existing
studies [20, 22, 32] built their similarity metrics by following To-
bler’s First Law of Geography [27], which states that ‘everything
is related to everything else, but near things are more related than
distant things.’ In other words, geographically adjacent satellite
images are more likely to have similar meanings and thus repre-
sentations. In uninhabited regions, this law works well. However,
the law does have deficiencies in human-inhabited areas that have
been substantially altered by human activity. Two human-inhabited
regions might have different land uses and configurations, even
though they are geographic neighbors. To bridge this gap, Han et
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al. [12] incorporated human efforts into their representation learn-
ing framework by having experts annotate a small set of satellite
images and then distilling knowledge from this annotated dataset.
Notably, such a method is still time-consuming and, to some extent,
limits the performance.

In this paper, we aim to learn compressed yet informative rep-
resentations for unlabeled satellite imagery. Specifically, there are
three challenges to achieving this objective. 1). As previously dis-
cussed, relying solely on the geographic features of satellite imagery
has some limitations. Human activity is more important in describ-
ing the surrounding areas in urban regions. As a result, the first
challenge is how to depict and capture information about human
activity factors. 2) . After capturing human factors, the second chal-
lenge is how to develop a framework for introducing human factor
features into the satellite imagery representation learning process.
3). Apart from human factors, geographic information contained
in satellite images is also useful for learning representations. As a
result, the third challenge is to figure out how to combine the fea-
tures of these two aspects in an auto-adaptive manner to produce
better final representations.

To address these issues, we propose a representation learning
framework for unlabeled satellite imagery based on the three key
designs. 1).We use the POI data to capture the nature of human
activity factors. POIs, which show the locations related to human
activity in populated areas, can reflect the characteristics of hu-
man activity in a given region. For example, if a region has a lot
of restaurant POIs, this suggests that there are many people din-
ing there, and if a region has education POIs, this suggests that
people come to the region primarily to study. 2). A contrastive
learning module is designed to take advantage of POIs that support
learning representations of unlabeled satellite images. In particular,
we measure the similarity across all satellite images in the POI
domain and learn common features between similar instances and
distinguishing features between dissimilar instances. By doing so,
we can extract more representative features from satellite images
that reflect human activity. 3). We design an attentional fusion
model that can adaptively fuse representations from two different
perspectives: human and geographic factors. Thus the importance
of different perspectives in predicting socioeconomic indicators can
be automatically learned.

The contribution of our work is summarized as follows.

• We introduce POI data to capture the characteristics of hu-
man activity. Such data is an important supplement to exist-
ing assumptions (e.g., First Law of Geography) that enable
unsupervised representation learning for satellite imagery.

• We propose a framework based on contrastive learning. Our
framework learns informative representations of satellite
imagery containing human activity factors by maximizing
the similarity of the representations for satellite images with
similar POI features.

• We develop an attentional fusion model to adaptively fuse
representations related to human activity and geographic
factors, enhancing the adaptability of learned representa-
tions across multiple tasks such as population prediction
and commercial activeness prediction.

• We evaluate our proposed framework on real-world large-
scale datasets. In the task of predicting socioeconomic in-
dicators, our method outperforms the baselines by 4.3% in
terms of 𝑅2. We also demonstrate the transferability of our
model across different cities.

We envision new Web-based services enabled by machine learn-
ing and data fusion to provide insights regarding socioeconomic
indicators and human behavior. To this end, our work advancesWeb
technologies by contributing a new machine learning method for
combining Web-accessible data, such as POIs and satellite imagery.

2 PRELIMINARIES AND FRAMEWORK
OVERVIEW

2.1 Data Overview
Satellite Imagery. Satellite imagery captures images of the earth’s
surface by using space satellites. It can reflect near real-time in-
formation about the ground surface. In practice, Environmental
Systems Research Institute (Esri)1 provides visible-band spectral
satellite imagery of various resolutions.

Point-of-Interests. Point of interest (POI) data represents var-
ious venues in human-inhabited areas, like shopping malls and
theaters. Existing studies [11, 35] have found that human activity
has a strong link with POIs. Inspired by these studies, we incorpo-
rate POI information into the representation learning for satellite
imagery in our study. In practice, we crawl 1,481,100 POIs from
Tencent Map Service covering the entire area of Beijing with 14
POI categories.

Socioeconomic Indicators. The socio-economic development
status of human-inhabited areas is an important characteristic
that can be measured using socioeconomic indicators. Previous
research [1, 13, 34] has shown that satellite images can be used
to estimate a region’s socio-economic development. Thus, we use
learned satellite imagery representations to estimate multiple so-
cioeconomic indicators to assess performance. Specifically, we use
the number of takeaway orders and online comments on commer-
cial entities as ground-truth indicators of commercial activeness.
On the other hand, we use population and population density as
ground-truth social indicators.

• Number of takeaway orders. The dataset covers the takeaway
order records of over 25,000 restaurants in Beijing. The data was
gathered from Meituan, China’s most popular online shopping
platform for local consumer goods and retail services.

• Number of comments. The online comments were gathered
from Dianping, a popular Chinese platform for restaurant reviews.
The collected dataset contains the comments of around 140,000
commercial entities in Beijing.

• Population. The WorldPop organization2 provided us with
Beijing population statistics for 2020.

• Population Density. The density of people in a given area is
referred to as population density. In our case, the population density
data was collected in 2020 by the WorldPop organization.

Figure 1 shows the geographic distribution of the aforementioned
indicators. We can see from the visualizations that the geographic

1https://www.esri.com/en-us/home.
2https://www.worldpop.org/.
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Table 1: Correlation between POI categories and socioeconomic indicators.

POI category Population Ranking
Population

density
Ranking

Number of
comments

Ranking
Number of

takeaway orders
Ranking

Transportation facility 0.4654 7 0.3828 7 0.2353 10 0.2571 12
Leisure & Sport 0.5324 3 0.4572 4 0.5307 1 0.4521 4

Residence 0.4929 5 0.4221 6 0.1440 11 0.3751 6
Company 0.4358 8 0.3682 8 0.4055 3 0.3532 7

Medical service 0.3743 10 0.3368 9 0.2392 9 0.3000 9
Factory & Agriculture 0.2758 13 0.1910 13 0.0365 14 0.1009 13

Government & Organization 0.5497 2 0.5253 1 0.2946 7 0.4301 5
Education 0.4828 6 0.4740 3 0.3402 6 0.4684 3
Scenic spot 0.0951 14 0.0871 14 0.0453 13 0.0368 14

Automobile service 0.3976 9 0.3056 12 0.1420 12 0.2608 11
Life service 0.5907 1 0.5029 2 0.4040 4 0.5048 1

Shopping mall 0.3481 12 0.3085 10 0.3675 5 0.2677 10
Hotel 0.3532 11 0.3058 11 0.2873 8 0.3070 8

Restaurant 0.5223 4 0.4315 5 0.5282 2 0.4753 2

(a) Number of Takeaway Orders (log). (b) Number of Comments (log).

(c) Population (log). (d) Population Density (log).

Figure 1: Geographic distribution of socioeconomic indica-
tors in Beijing.

distributions of socioeconomic indicators do not follow Tobler's
First Law of Geography very well. The distributions of takeaway
orders and online comments, in particular, do not appear to be
geographically consistent. As a result, relying solely on geographic
autocorrelation to model socioeconomic indicators is insu�cient.

2.2 Motivation
Learning representations for satellite imagery based solely on ge-
ographic information may have the drawback of ignoring human
factors, resulting in poor performance in predicting socioeconomic
indicators related to human activity. This motivates us to lever-
age POI data to represent the human factor for satellite imagery

Figure 2: Di�erences in socioeconomic indicators between
two satellite images with similar POI distributions or that are
geographically adjacent. ('geo': 'Geographic', 'NC': Number
of Comments, 'NT': Number of Takeaway Orders, 'P': Popu-
lation Count, 'PD': Population Density)

representation learning. We begin by conducting a preliminary
investigation into the correlations between the number of POI cat-
egories and the socioeconomic data in each satellite image. Table
1 displays the results, with the top three POI categories for each
indicator colored in blue from darkest to lightest. We can observe
that the POI data, particularly some POI categories such as life
service, shopping, and entertainment, is highly correlated with
socioeconomic indicators.

We also explore the di�erence of a single socioeconomic indi-
cator in two geographically adjacent satellite images and in two
satellite images with the most similar POI distribution. The distri-
butions of di�erences are shown in Figure 2 with box plots. We
can deduce that the di�erences in the number of takeaway orders,
number of comments, and population count between two satellite
images with similar POI distribution are smaller than the di�er-
ences between two geographically adjacent images. This reinforces
the importance of incorporating POI data into the representation
of satellite imagery to re�ect human activity factors.

2.3 Problem Statement and Framework
Overview

We next formally de�ne the representation learning problem for
the unlabeled satellite imagery. Given a set of unlabeled satellite
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